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## Preface

Although many papers dealing with electronic tap-changer has been published during the last decades, there is not any comprehensive reference book, dealing with electronic tap-changer in its all aspects in bookshelves. This book is an endeavor to collect academic writings in this field and to present them in a comprehensive and orderly manner. It is useful to electrical engineers in industries and postgraduate and graduate students of electrical engineers.

Using a logical and systematical manner, designing and optimizing the fullelectronic tap-changer for distribution transformers are carried. The design process is divided into two parts:

1. Designing tapped windings structure and switches configurations (design of power section)
2. Designing closed-loop control system

In the power section design of the full-electronic tap-changers a fully new perspective of all possible structures are introduced and categorized comprehensively. Since one of the major barriers in the expanding the application of the full-electronic tap-changer is its high cost, the major factors influencing the cost-number and ratings of the semi-conductor switches and the number of transformer taps-the cost function as an objective function is proposed and the optimal structure is then determined based on this objective function.

In the control section design, the mechanical tap-changer control system is reviewed; the full electronic tap-changer is modeled and closed-loop control of the full-electronic tap-changer is designed using a new method. In this method, first problem is made less complex by imposing five disciplined assumptions on the design process and design is carried out. These assumptions are then concealed one by one, the necessary modifications are applied in the control system, and the final design is followed.

Simulink software is used to simulate the power section of the full-electronic tap-changer with its control section. Simulation results show the correctness of the design procedure. Following the design of the full-electronic tap-changer,
performance and capabilities of this system is investigated for power quality enhancement. It is compared with other custom power tools from economical outlook. Finally, a low-power 5 kW full-electronic tap-changer prototype is built and tested to show the whole design and simulation stages. Experimental results demonstrate the theoretical predictions.

Tehran, January 2011
Jawad Faiz
Behzad Siahkolah
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## Chapter 1 <br> Past and Present

### 1.1 Introduction

Distribution transformer tap is a connection which is taken out from a node located between two ends of a winding [1]. This permits changes in voltage, current or turns ratio of the transformer after it has left the factory. The reasons to have a series of taps in the transformer are as follows [2]:
a. To fix the secondary voltage against the primary voltage changes;
b. To change the secondary voltage;
c. To provide an auxiliary secondary voltage for a specific application such as lighting;
d. To reduce voltage for starting rotating motors;
e. To provide a natural point for earthing or conducting unbalanced current in three-wire single-phase circuits or four-wire three-phase circuits.

In the transformers used in power systems the main reason for taps application is adjusting and controlling the voltage [3]. The load fluctuations change the voltage of the power system. It is noted that sometimes taps in power transformers are used to shift the phase angle [4, 5].

Tap-changers are categorized into two main groups [6]:
a. Off-circuit or no-load tap-changers;
b. On-load or under-load tap-changers.

Tap-changer with the ability to change taps while power is on called under-load tap-changer. If a tap-changer is built as such that its fixing requires its being disconnected from the power line, the tap-changer is called no-load tap-changer.

If there is a need to change the turns ratio over a long interval (for instance seasonal), the no-load tap-changer is used. Normally in the no-load tap-changers taps are changed manually by means of a selector outside the transformer tank. This selector may move linearly or circularly [2]. Figure 1.1 presents the structure

Fig. 1.1 Structure of an no-load tap-changer [7]

of a no-load tap-changer with a circular selector. For short intervals (different hours of day), it is not possible to disconnect the transformer from the power system and therefore under-load tap-changers must be used to change the taps. This type of tap-changer is widely used in power systems and their details are presented in the following parts.

### 1.2 Under-Load Tap-Changer

Before establishing large and wide transmission power networks, the common technique for voltage adjustment in small and isolated networks was the use of a generator. This voltage adjustment was done through by generator excitation system [8]. However, the voltage of different parts of a large network cannot be adjusted using such a technique. In larger networks an on-load tap-changer must be used in order to adjust the under-load voltage continuously. These tap-changers are fixed on the transmission transformers and also the main load supplying transformers in order to compensate voltage changes which are caused by load fluctuations [4].

The structure of under-load tap-changers is more complex than that of the no-load version. There are two basic features shared by all under-load tap-changer [2, 9, 10].
a. During tap changing stages, taps are never short-circuited; thus an impedance is used to prevent the short-circuit.
b. Load is not disconnected during tap-changing process. To this ends, there is typically a two-element circuit in the under-load tap-changer, when switching and tap changing are carried out in one element of the circuit, the load current continues to pass in the other element.

The impedance used in under-load tap-changers is a tapped resistor or inductor and so it is called resistor or inductor tap-changer. Although the advantage of resistors because of their short time duration and consequently longer life of contacts was already known, the earlier designs of tap-changers followed the tapped inductor version. The reason for the wide spread use of tapped-inductor under-load tap-changers was its ability to continuously pass the load current; while resistors (based on their rating) can pass the load current over a very short period of time. The absence this feature is the possible damage of the moving mechanical system of the tap-changers which stops the tap-changers operation, while the load
current passes the tap-changer impedance. As mechanical systems used in the under-load tap-changers became advanced inductor tap-changers have gradually been replaced by resistor tap-changers [2].

### 1.2.1 Under-Load Reactor Tap-Changers

The reactor under-load tap-changer was invented in 1926 [5]. There are different circuits as used in this tap-changer. Figure 1.2 shows the simplest form of an under-load reactor tap-changer in which an under-load switch is connected to each tap. The under-load switch is a switch which can be turned on and off under load.

According to Fig. 1.2, the switches are connected to each other alternatively and form two distinctive groups. Each group is connected to a terminal of the reactor. Table 1.1 summarizes various positions of the tap-changer based on the different conditions of the switches.

According to Table 1.1, only switch no. 1 at position 1 is on and the current passes only an half of the reactor. In order to transfer the tap to position no. 2, in addition to switch no. 1 , switch no. 2 will be on. In this case the reactor is placed between tap no. 1 and tap no. 2 and prevents the short circuit of the taps. Meanwhile, the load current continues through the middle terminal of the reactor, and the load voltage is the mean voltage of tap no. 1 and tap no. 2. Therefore, in this configuration we can conveniently get the taps mid-voltage and this is one of the advantages of this structure. To change the position to position no. 3, switch no. 1 is off and only switch no. 2 is on; in this case the second half of the reactor will be the load current path.

Similarly, tap changing to further positions are possible based on Table 1.1.
There are $(2 n-1)$ positions for the load voltage in the tap-changer of Fig. 1.2 ( $n$ is the number of taps) and this is an advantage. However, the number of underload switches is equal to the number of taps and this increases the volume, cost and complexity of the system. Figure 1.3 presents an alternative under-load tapchanger in which there are two off-load selector switches to select the tap and only two under-load switches (diverter switch) exist for diverting the load current during tap-changing stage [2].

Fig. 1.2 The simplest form of an under-load reactor tapchanger [2]


Table 1.1 Stages of tap changing in tap-changer (Fig. 1.2)

| Switch no./position no. | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | ON | ON |  |  |  |  |  |  |  |
| 2 |  | ON | ON | ON |  |  |  |  |  |
| 3 |  |  |  | ON | ON | ON |  |  |  |
| 4 |  |  |  |  |  | ON | ON | ON |  |
| 5 |  |  |  |  |  |  |  | ON | ON |

Selector switches and diverter switches are coupled with the gears of tapchanging mechanical system. In this tap-changer, taps are changed in the following ways:
a. Diverter switch no. 1 is opened.
b. Selector switch no. 1 moves.
c. Diverter switch no. 1 is reclosed.
d. Diverter switch no. 2 is opened.
e. Selector switch no. 2 moves.
f. Diverter switch no. 2 is reclosed.

One other advantages of the tap-changer in Fig. 1.3 is that the voltage drop on the reactor is zero, except at the tap-changing time. The inductance must not be very large in order to decrease the voltage drop, but must be very small in order to increase the rotating current between the adjacent tapes during tap-changing stages.

As already mentioned, the main advantage of under-load reactor tap-changers is that the reactor stands the continuous load current, so if the moving mechanical system for the tap-changer is damaged and stopped during the tap-changing process, the tap-changer will not burn and transformer will not fail. On the other hand, under-load reactor tap-changers have also some drawbacks, such as low changing speed, long arcs during tap-changing, short life of contacts and large volume of reactors. This is the reason that the use of these tap-changers has become obsolete. However, some improvements have been made in their structure and they are used in North America.

Fig. 1.3 Under-load reactor tap-changer with two underload switches [2]


### 1.2.2 Under-Load Resistor Tap-Changers

Under-load reactor tap-changers have been almost totally replaced by fast underload resistor tap-changers. Generally two basic circuit arrangements have been used in resistor tap-changers [2]:
a. Those which do tap selection and load current deviation in one single contact (type I).
b. Those which have distinctive diverter switches and tap selection switches (type II).

Figure 1.4 shows the different circuit arrangements of switches in the resistor tap-changers and Fig. 1.4a the type I arrangement. Such an arrangement is normally done by rotating switches and is called Pennant cycle. Figure 1.5 shows the stages of tap changing in this type of tap-changer. Figure $1.4 \mathrm{~b}-\mathrm{d}$ present the type II arrangements. In these figures the arrangement of the selector switches, similar to the diverter switches, differ from the type I arrangement. These arrangements are called the Flag cycle.

In large transformers the arrangement type II are normally used. Figure 1.6 presents the stages of tap-changing in Fig. 1.4d structure.

There are different structures for selector switches and transformer taps. Figure 1.7 shows three types of these structures [11].

Figure 1.7a shows a structure in which the taps are placed in linear steps. When the range of taps is wide, the structures of Fig. 1.7b and c can be use, in order to reduce the number of taps and their voltage between any one tap and the next. Structure of Fig. 1.7b shows a condition in which the taps winding can be inversed and, therefore, it will be possible to add to or subtract from the taps winding voltage from the main winding.


Fig. 1.4 Different arrangements of switches in resistor tap-changers

Fig. 1.5 Stages of tapchanging from tap number 1 to tap number 2 in the arrangement (Fig. 1.4a)


II) resistor passes circulating current.
III) resistor passes load current.

IV) resistor has been short-circuited.

V) on tap no. 2 .

For precise adjustment, there are two types of taps: the taps with large steps and taps with small steps.

### 1.3 Limitations: Mechanical Under-Load Tap-Changers

In spite of advancement in the structure of mechanical under-load tap-changers, these tap-changers have some drawbacks; for example, the major factor which causes damage to power transformers is their tap-changer failure [12]. Some drawbacks of mechanical under-load tap-changers are as follows [13].
a. Contact Arc in Diverter Switches During Tap-Changing Process

An arc appears in the contacts of diverter switches at the time of make and breaks the load current. This arc causes impurity of the oil surrounding the diverter switches and wearing out of the contacts of the switches.
b. High Maintenance and Service Cost

Conditions of oil, contacts and mechanical parts of the mechanical under-load tapchangers must be inspected regularly. This is required due to arc and wearing-out of the moving mechanical parts of tap-changer.

Fig. 1.6 Stages of tapchanging in structure (Fig. 1.4d) [2]


(a)

(b)

(c)

Fig. 1.7 Different structures for taps of selector switches in under-load resistor tap-changer [11]

## c. Low Speed of Tap-Changing

The low speed of tap-changing originates from mechanical nature of tap-changing process and the required time for storing the desirable energy for tap-changing process. In an under-load resistor tap-changer, it takes 100 s to change tap number 1 to tap number 19 [14].

## d. High Losses of Tap-Changer During Tap-Changing

This happens for under-load resistor tap-changer and reason is the use of passing resistors in this type of tap-changer.

In order to remove the above-mentioned limitations and drawbacks, the following new circuits and structures have been suggested for under-load tap-changers [15]. These are categorized into two major groups [15, 16].
a. Electronically Assisted Under-Load Tap-Changers (or Hybrid On-Load TapChanger)
In these tap-changers solid-state power switches have been used beside the mechanical switches in order to reduce the arc caused by tap-changing. Mechanical parts of the conventional under-load tap-changer systems have been still used.
b. Fully Electronic Under-Load Tap-Changer (or Solid-State Under-Load TapChanger or Static On-Load Tap-Changer)
There is no moving mechanical part in fully electronic tap-changers and whole tap-changer has been built by solid-state power switches. In Sects. 1.4 and 1.5, both groups are described and their drawbacks and advantages are given.

### 1.4 Electronically Assisted Under-Load Tap-Changers

One of the most important problems of mechanical under-load tap-changers is the arc in the contacts of diverter switches during the tap-changing process. The reason for appearance of arc is the mechanical nature of the switches. Of course, mechanical switches are interesting in the connecting of instant due to a very low voltage, however during tap-changing it has arc.

The main idea in the use of fully electronic under-load tap-changer is that during tap-changing process solid-state power switches with more controllability compared with the mechanical switches, come in and reduce the arc. But in a fixed tap, solid-state power switches exit the circuit and mechanical switches pass the load current. The reason is a very low connection voltage of mechanical switches compared with the solid-state power switches.

The first suggested circuit for the hybrid tap-changers is shown in Fig. 1.8. Figure 1.8 also presents the tap-changer diverter switches. The tap-changing switches in this structure do not differ from the under-load resistor tap-changer. In fact, Fig. 1.8 is the improved version of the under-load resistor tap-changer

Fig. 1.8 First suggested circuit for hybrid tapchangers [17]

in Fig. 1.4b. In the structure shown in Fig. 1.8 (similar with the structure of Fig. 1.4b), in order to change the tap, the moving contact $\mathrm{C}_{5}$ must move from left to right (or from right to left). However, in the structure of Fig. 1.8, before isolating $\mathrm{C}_{5}$ from any of the fixed contacts, or connecting it to any of the fixed contacts, the relevant thyristors in Fig. 1.8 are turned-on and, therefore, no arc is caused. For example, at the moment of isolating contact $\mathrm{C}_{5}$ from contact $\mathrm{C}_{1}$, already a pair thyristors (1) has been turned-on and at the moment of isolating contact $\mathrm{C}_{5}$ from $\mathrm{C}_{1}$ by deviating the current from contact $\mathrm{C}_{1}$ to a pair thyristors (1), the arc is minimized. The pair thyristors (1) is turned-off at the first crossing zero-current and the load current is transferred to resistor $\mathrm{R}_{1}$. This happens before contact $\mathrm{C}_{5}$ approaches contact $C_{3}$. Therefore, the time between isolating contact $C_{5}$ from $C_{1}$ and approaching contact $\mathrm{C}_{3}$ is longer than an half cycle and this can already turned-off the pair thyristors (1). Pair thyristors (2) is turned-on before contact $\mathrm{C}_{5}$ approaches $\mathrm{C}_{2}$ and this does not allow an arc to be appeared as $\mathrm{C}_{5}$ connects to $\mathrm{C}_{3}$.

The structure suggested in Fig. 1.8 can largely reduce the arc, but its weakness is that although in this structure the pair thyristors are turned-on over a short time during tap-changing process, they are permanently connected to the diverting switches circuit and reduce the reliability of the system due to a possible burning of the thyristors. To solve this problem, the structure shown in Fig. 1.9 is recommended [18].

The main idea of this structure is that the pair thyristors are connected to the circuit only during tap-changing and in other instants it must be isolated from the circuit. In this case the tap-changer system does not fail if the thyristors burn and this increases the reliability of the system. To better explain the operation of the tap-changer of Fig. 1.9, first the contacts positions are described in the structure of Fig. 1.10 during switch-on and off periods.

Switch $S$ between terminals 1 and 2 in Fig. 1.10 consists of fixed contact $C_{1}$ and main moving contact of $C_{2}$. In this structure, sensing contact $C_{3}$ and auxiliary contact $\mathrm{C}_{4}$ have been included to reduce the arc. Auxiliary contact $\mathrm{C}_{4}$ has been connected to terminal 2 through a pair thyristors and sensing contact $C_{3}$ has been connected to a pulse transformer primary $\mathrm{Tr}_{1}$ terminal. Secondary of this transformer has been connected to the thyristors gate through a resistor and a diode. Contacts $\mathrm{C}_{2}, \mathrm{C}_{3}$ and $\mathrm{C}_{4}$ are movable and connected mechanically to each others, but they are isolated electrically.


Fig. 1.9 Hybrid tap-changer structure [18]

Fig. 1.10 Contacts positions in suggested tap-changer of Fig. 1.9


To connect switch $S$, contacts $C_{2}, C_{3}$ and $C_{4}$ move from left to right. Stages of connecting switch S are as follows:
a. Movable contacts $\mathrm{C}_{2}, \mathrm{C}_{3}$ and $\mathrm{C}_{4}$ move to left and auxiliary contact $\mathrm{C}_{4}$ connects to fixed contact $\mathrm{C}_{1}$. Since in this case thyristors gates commands have not been issued, there is no current between terminals 1 and 2 of switch $S$ and voltage difference between terminals 1 and 2 is applied to the pair thyristors.
b. By continuation of moving the movable contacts to the left, in addition to auxiliary contact $\mathrm{C}_{1}$, sensing contact $\mathrm{C}_{3}$ is also connected to fixed contact $\mathrm{C}_{1}$. Therefore, two terminals of the primary of the transformer $\operatorname{Tr}_{1}$ is short-circuited
and thyristors gates commands are disconnected. So the thyristors are switched-off the first zero load current crossing and the total current is transferred to contact $C_{2}$. After full transferring the current to contact $C_{2}$, contacts $C_{3}$ and $\mathrm{C}_{4}$ are isolated from fixed contact $\mathrm{C}_{1}$. Thus the process of connecting switch S is terminated.

Paying attention to the process of connecting switch S as described above, it is clear that at the instant of connecting or disconnecting movable contacts $\mathrm{C}_{2}, \mathrm{C}_{3}$ and $\mathrm{C}_{4}$ from fixed contact $\mathrm{C}_{1}$ in this process, these contacts do not carry current and therefore the arc reduces largely.

To disconnect switch S, movable contacts must move from right to left. Stages of disconnecting switch $S$ are as follows:
a. By moving movable contacts $\mathrm{C}_{3}$ and $\mathrm{C}_{4}$ to the right, in addition to main contact $\mathrm{C}_{2}$ that previously connected to fixed contact $\mathrm{C}_{1}$, sensing and auxiliary contacts $\mathrm{C}_{3}$ and $\mathrm{C}_{4}$ are connected to contact $\mathrm{C}_{1}$. However, primary of transformer $\operatorname{Tr}_{1}$ has no voltage and pair thyristors in this case are off.
b. By continuation of moving the movable contacts to the left, there is an instant that main contact $\mathrm{C}_{2}$ is isolating from fixed contact $\mathrm{C}_{1}$. In this case contacts $\mathrm{C}_{3}$ and $\mathrm{C}_{4}$ connect to contact $\mathrm{C}_{1}$. By isolating contact $\mathrm{C}_{2}$ from contact $\mathrm{C}_{1}$, there is a voltage difference between these two contacts that can generate arc. But before the extension of the arc, this voltage difference is applied to the primary of transformer $\operatorname{Tr}_{1}$ and triggers the gate of one of pair thyristors, and the relevant thyristor is switched-on and transfers the current from contact $\mathrm{C}_{1}$ to contact $C_{4}$. Therefore, the arc at the instant of isolating contact $C_{1}$ and $C_{2}$ is extinguished.
c. By continuation of moving the movable contacts to the right, sensing contact $\mathrm{C}_{3}$ is isolated from fixed contact $\mathrm{C}_{1}$ and thus the gate command of thyristors is switched-off and the thyristors will be off at the first zero current crossing and current of switch S is disconnected. After full disconnection of the current, contact $\mathrm{C}_{1}$ is also isolated from contact $\mathrm{C}_{1}$ and disconnecting process of switch S is ended.

Considering the above explanations about procedure for on and off of current of switch S in Fig. 1.10, operation of hybrid tap-changer Fig. 1.9 is clear. In this configuration, there are auxiliary and sensing contacts on two sides of the main moveable contact. While the main moveable contact moves to change tap from the left to right, auxiliary and sensing contacts at the left side of this main contact, improves the switching conditions in the switch-off instants of the main contact from the fixed contacts; auxiliary and sensing contacts at the right side of the main contact improves the switching conditions at the switch-on instants of the main contact from the fixed contacts. Therefore, the process of tap-changing in this tap-changer is done with a minimum arc.

Although in the suggested structure of Fig. 1.9 the arc is extinguished well and there will be no high maintenance costs, the tap-changing is still slow due to the use of a mechanical switched structure similar with an under-load resistor

Fig. 1.11 Alternative hybrid tap-changer [19]

Fig. 1.12 Connecting pairthyristor to the mechanical switches for terminal AB [19]

tap-changer (Fig. 1.4b). Meanwhile, the arrangement of the moveable contact in this configuration is complex.

The current disconnection in the switch in Fig. 1.12 is as follows:
An alternative structure, having different deviation switches in which only one transient resistor has been used, is shown in Fig. 1.11 [19]. An auxiliary pairthyristor has been placed on each moveable contact which switch on terminals AB , CD and EF. Auxiliary pair-thyristor in Fig. 1.11 has not been presented in Fig. 1.12. Figure 1.12 shows the procedure for connecting pair-thyristor to the mechanical switches for terminal AB . The same is also true for other terminals. According to Fig. 1.12, contacts $\mathrm{C}_{1}, \mathrm{C}_{2}, \mathrm{C}_{3}$ and $\mathrm{C}_{4}$ are the mechanical contacts
between terminals $A$ and $B$. In this system, pair-contact $\left(C_{1}, C_{4}\right)$ and also pair-contact $\left(\mathrm{C}_{2}, \mathrm{C}_{3}\right)$ are always turned-on and off simultaneously. Contacts $\mathrm{C}_{2}$ and $\mathrm{C}_{3}$ are the main and permanent path of the current, while contacts $\mathrm{C}_{1}$ and $\mathrm{C}_{4}$ provide a current auxiliary path at the on and off instants through the pair-thyristor.

The current disconnection sequence in the switch of Fig. 1.12 is as follows:
a. In the steady-state, current passes contacts $\mathrm{C}_{2}$ and $\mathrm{C}_{3}$ as contacts $\mathrm{C}_{1}$ and $\mathrm{C}_{4}$ are open. To disconnect the current between terminals A and B , first contacts $\mathrm{C}_{1}$ and $\mathrm{C}_{4}$ are closed. There is no gate command in the pair-thyristor and thyristors are off due to zero voltage difference between contacts $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ and also contacts $\mathrm{C}_{3}$ and $\mathrm{C}_{4}$.
b. Contacts $\mathrm{C}_{2}$ and $\mathrm{C}_{3}$ start to open and at the same time, the voltage difference between these contacts and contacts $\mathrm{C}_{1}$ and $\mathrm{C}_{4}$ cause arc. Before that, this voltage difference triggers one of auxiliary pair-thyristor and the current transfers to contacts $\mathrm{C}_{1}$ and $\mathrm{C}_{4}$ and therefore the arc at contacts $\mathrm{C}_{2}$ and $\mathrm{C}_{3}$ extinguished. At the first zero passing, thyristor is switched-off and current is totally off, contacts $\mathrm{C}_{1}$ and $\mathrm{C}_{4}$ are also isolated. To ensure the zero current crossing and thyristor switching-off before opening contacts $\mathrm{C}_{1}$ and $\mathrm{C}_{4}$, the time between opening contacts $\mathrm{C}_{1}-\mathrm{C}_{3}$ and contacts $\mathrm{C}_{1}-\mathrm{C}_{4}$ must be at least a half-cycle.

Process of passing the current is as follows:
a. First contacts $\mathrm{C}_{1}$ and $\mathrm{C}_{4}$ are connected. However, the gate command of the auxiliary thyristors has not been yet issued, and these thyristors will be off and there will be no current.
b. In the next stage, contacts $\mathrm{C}_{2}$ and $\mathrm{C}_{3}$ start to close. Once an arc is generated in the mentioned contacts due to voltage difference, auxiliary thyristors gate command is issued and current passes through contacts $\mathrm{C}_{1}, \mathrm{C}_{4}$ and auxiliary thyristor, and, therefore, the arc is distinguished.
c. After full connection of contacts $\mathrm{C}_{2}$ and $\mathrm{C}_{3}$, there will be no gate command for the auxiliary thyristors and in the first crossing the zero, they move to the off mode and whole current will pass through contacts $\mathrm{C}_{2}$ and $\mathrm{C}_{3}$. At this point, contacts $\mathrm{C}_{1}$ and $\mathrm{C}_{4}$ will open and then the current will stop.

It is now clear how hybrid tap-changer in Fig. 1.11 operates. The stages of tap-changing are summarized in Table 1.2.

From Table 1.2 it is clear that in a moving stages both contacts CD and EF do not change simultaneously, therefore, a pair-thyristor can be used for each of these contacts. Such configuration has been shown in Fig. 1.13.

Configurations that have been so far suggested can extinguish the arc well, but the tap-changing will be still slow. The reason for this slow tap-changing is the use of conventional mechanical structures of the switches. To enhance the tapchanging speed, the configuration of Fig. 1.14 can be suggested [20], where selector switches and diverter switches have been improved. The selector switches are similar with that of the under-load resistor tap-changer from circuit arrangement point of view, however vacuum switch with a two-state control

Table 1.2 Stages of tap-changing in Fig. 1.11

|  | AB | CD | EF |
| :--- | :---: | :---: | :---: |
| (a) Passing left to right |  |  |  |
| 0 | $*$ | $*$ |  |
| 1 | $*$ |  | $*$ |
| 2 | $*$ |  | $*$ |
| 3 | $*$ | $*$ |  |
| (b) Passing right to left |  |  |  |
| 0 | $*$ |  |  |
| 1 |  |  |  |
| 2 |  |  |  |

Fig. 1.13 A full structure of tap-changer with two auxiliary pair-thyristor [19]

electromechanical actuator is used in the place of contacts within oil and their complex mechanical drive.

Vacuum switches can be used in high voltage power systems. These switches have a long life. They have two windings and are turned-on and turned-off by excitation of the windings. The c hanging time of the vacuum switches from turn-on to turn-off or vice versa is about 20 ms .

Fig. 1.14 Configuration of a hybrid tap-changer [20]


Diverter switches in the suggested configuration consist of two solid-state power switches $A$ and $B$, and two vacuum switches $V_{A}$ and $V_{B}$. To transfer the current from the vacuum switches to the solid-state switches, an auxiliary diverter switches circuit in series with vacuum switches $\mathrm{V}_{\mathrm{A}}$ and $\mathrm{V}_{\mathrm{B}}$ is used. The diverter circuit consists of a low power step-up transformer, solid-state power switch C and a varistor (for voltage drop). The solid-state power switches in this configuration are constructed using the switches that can be turned-off through the gate. The tapchanging stages in this configuration are as follows (as an examples the change from tap 2 to tap 3 stages is discussed):
a. When tap-changer is placed on tap 2 , selector vacuum switch, deviation vacuum switch $\mathrm{V}_{\mathrm{A}}$ and solid-state switches C are on and other switches are off. To change tap number 2 to tap number 3, first vacuum selector switch is closed, but no current will pass it.
b. In crossing zero current, solid-state switch A is on and solid-state switch C is turn-off. By turning-off switch C , the impedance of the current path through vacuum switch $\mathrm{V}_{\mathrm{A}}$ increases and transfers the current to solid-state switch A . The transfer of the current from vacuum switch $\mathrm{V}_{\mathrm{A}}$ to solid-state switch A takes a few ms. Following full transferring the current to solid-state switch A, vacuum switch $\mathrm{V}_{\mathrm{A}}$ is off at zero current.
c. During crossing the next zero current, solid-state switch A is turn-off and at the same time solid-state switch B is turn-on. Following this, the current transfers to solid-state switch $B$ and vacuum switch $S_{3}$.
d. Vacuum switch $V_{B}$ is on, but the current passing through $V_{A}$ and $V_{B}$ has high impedance because solid-state switch C is turn-off, and there is no current in $\mathrm{V}_{\mathrm{B}}$.
e. During crossing the next zero current, solid-state switch B is switched-off and solid-state switch C is off simultaneously. Therefore, current is transferred to solid-state switch $\mathrm{V}_{\mathrm{B}}$. Finally selector switch $\mathrm{S}_{2}$ is off and tap-changing stages is ended.

As discussed above, it is clear that in this configuration there is no crossing impedance and in fact during crossing zero current the current is transferred from the even number taps (left hand side number taps) to the odd taps (right side taps) using solid-state switches A and B. This is the reason that jump in tap-changing is possible and each even number tap can jump to any odd number tap and vice versa. The only limiting factor in taps jumping is the peak permissible voltage on the diverter switches.

In the proposed configuration in addition to extinguishing the arc, the tapchanging speed also rises. The required time for tap-changing from tap 1 to tap 19 is about 1.5 s . This is the case if the jumping possibility is not used. In the case, 3 jumps in taps takes shorter time, that is 0.5 s . Of course, in this case voltage of solid-state switches will increase. This is much shorter than 100 s of the under-load resistor tap-changer. One of the other advantages of configuration (Fig. 1.14) is that it gets rid of its complex mechanical system and replaces the vacuum switches. This enhances the mechanical reliability of the system. The reasons are a lower number of components in a vacuum switch and higher reliability. Of course, this configuration has some drawbacks. A higher cost due to the use of several vacuum switches and the permanent connection of the solid-state switches to the tap-changer and, therefore, low electrical reliability are the disadvantages of this system.

Another new configuration is shown in Fig. 1.15 [13]. In this configuration selector switches and diverter switches have not been separated. The fixed contacts have been designed such that they can pass the rated current through transformer. Diverter contacts each consists of three movable contacts. These contacts (one main contact and two auxiliary contacts) must also stand against the rated current. However, there is no need to turn the current on and off.

Fig. 1.15 Another hybrid tap-changer
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(c)
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Fig. 1.16 Stages of tap-changing in hybrid tap-changer of Fig. 1.15 [13]
The movable contacts move circularly. A and B in Fig. 1.15 are solid-state switches which are similar to the configuration of Fig. 1.14, and are made up of switches which can be extinguished via the gate.

Stages of tap-changing in this configuration have been presented in Fig. 1.16 and described as follows (as an example the tap-changing process from tap 1 to tap 2 is described).
a. The main contact is connected to tap 1 and auxiliary contacts are placed on both sides of this contact. To change the tap to tap 2, the following stages are followed.
b. The auxiliary contacts move in CW, so that auxiliary is contacted A to contact 1 and auxiliary contact B to contact 2. In this case, solid-state switches A and B are off and no current passes the auxiliary contacts.
c. The main contact begins to move and at the same time solid-state switch A is on.
d. The main contact is disconnected from contact 1 , but this is done with a minimum arc because solid-state switch A is on.
e. At the instant of zero current crossing, solid-state switch A is off and B is on. Therefore, the current is transferred from the auxiliary contact of switch A to the auxiliary contact of switch B.
f. The main contact continues its move approaching fixed contact number 3. In connecting the main contact to contact 2 no arc appears, because solid-state switch B is in the "on" position.
g. Solid-state switch B is off and total current is transferred to the main contact.
h. The main contacts move and are placed on both sides of contact 2 . Thus the process of tap-changing from tap 1 to tap 2 ends.

Referring to the suggested circuits of the hybrid tap-changers, it can be concluded that the hybrid tap-changers can largely extinguished the arc during tap-changing, using solid-state power switches [21]. However, in these tapchangers there are still movable mechanical parts and this complicates the system and leads to the rather slow operation of the tap-changers. Meanwhile, some suggest to remove the passing resistors which decreases the tap-changing case losses.

Faster tap-changing is possible using the full-electronic version. In the next section this type of tap-changer is discussed.

### 1.5 Full-Electronic Tap-Changers

There is no movable part in full-electronic tap-changers and only solid-state power switches are used. The basic advantages of the full-electronic tap-changers are as follows:
a. Very Low Maintenance Cost

There is no movable mechanical part in full-electronic tap-changers, and no arc can appear during the tap-changing process as there is basically no contact; therefore the maintenance cost is very low (almost zero).

## b. High Speed

The very fast switching process of solid-state power switches leads to the fast tap-changing in full-electronic tap-changers, as such that it is possible to change the tap at least once in any half-cycle.
c. Tap Jumping

There is no passing resistor in the full-electronic tap-changers and basically the circulation current between the taps is zero, so tap jumping becomes possible.

## d. Better Performance

High speed and controllability of the solid-state switches and non-existence of mechanical limitations in the configuration of these switches enhance the capability and performance of the full-electronic tap-changers. Some of these capabilities are as follows:

1. Obtaining more steps with lower tap numbers and solid-state power switches. The reason is that there is non-limit in the configuration of the solid-state power switches.
2. A full-electronic tap-changer is a rapid static regulator as such that it can be considered as a custom power devices in power quality. It is capable to compensate the voltage sag, swell and also flicker.
e. Non-limit in tap-changing time.

The reason is that if power switches are correctly switched-on there will be slight fatigue in the switches. Of course, besides of the above-mentioned advantages, full-electronic tap-changers have some problems and limitations. These limitations are as follows:
a. Switch-on voltage drop of solid-state switch is larger than that of the mechanical switch, so operational losses of the full-electronic tap-changer is higher than that of the mechanical tap-changer.
b. Cost of full-electronic tap-changer is higher than that of the mechanical tap-changers because there are many solid-state power switch in the fullelectronic tap-changer.
c. Full-electronic tap-changers must stand against short-circuit faults and large transient peaks in power system voltage due to the lightening.

Although the idea of the full-electronic tap-changers was proposed in 1973 [22, 23], they was restricted for special applications. The first comprehensive and academic study of this system was carried out in the 90 decay [24], then research continued. To introduce the progress and research trend on full-electronic tap-changers and to clarify its position, activities in this area are reviewed.

The conventional technique of using passing impedance for restricting the circulating current between the taps during tap-changing is also usable in the fullelectronic tap-changers [24].

Figure 1.17 presents a typical configuration of this tap-changer. In this figure, all switches are AC solid-state power switches which are realized by pair-thyristor.

Bypass switch which may consist of a vacuum switch and/or a pair-thyristor with power higher than other thyristors, is used to bypass the fault conditions or transformer energization and protection of remaining thyristors. In tap-changer, Fig. 1.17, in order to change tap A to tap B, without taking into account the load power factor, the following stages are followed:
a. Initially the gate command of switch A is off and at the same time the gate command of switch X is on.
b. In the next cycle, the gate command of switch X and B are on both at the same time.

Fig. 1.17 The configuration of a typical full-electronic tap-changer using passing impedance [24]


Fig. 1.18 An electronic tap-changer with no passing impedance [24]


Fig. 1.19 Circuit model for secondary of tappedtransformer of Fig. 1.18


It is noted that the thyristors are turned-on by the gate commands, but they are not necessarily turned-off by the gate's off command. Basically the gate's off command or inverse applied voltage causes the thyristor current to approximate to zero. Therefore, when a gate command of pair-thyristor A is off and that of pairthyristor X held, pair-thyristor X is not necessarily turned-off while pair-thyristor X is on and ready to let the current pass. Therefore, there is probably a circulating


Fig. 1.20 Commutation of the current of switches during changing tap A to tap B in the presence of leakage impedance


Fig. 1.21 Permissible switching time intervals for no circulating current: a inductive power factor and $\mathbf{b}$ capacitive power factor [24]
current between thyristors A and X limited by passing impedance R. After it can be insured that thyristor $A$ is fully off and the second stage of tap-changing continues. It can be shown that if pair-thyristor X and B are on throughout zerovoltage crossing, there will be minimum stress on them [24]. However, a proper
switching strategy for thyristors in configuration of Fig. 1.17 can be applied to the thyristors in Fig. 1.17 with no circulating current, where the passing impedance has been removed and the number of switches is reduced by half. Such configuration has been shown in Fig. 1.18. To evaluate the performance of this type of a tap-changer, the circuit mode of transformer is considered as Fig. 1.19. To simplify the figure, only three taps have been shown. The presented impedances are the leakage impedances of the secondary of transformer.

In Fig. 1.19, switch A (pair-thyristor $\mathrm{TA}_{1}$ and $\mathrm{TA}_{2}$ ) carries the load current, then the secondary voltage will go up or down rise by increasing or decreasing the tap (switch on of switch B) the tap (switch C is on). For tap-changing A to B or C, gate command of switch A stops and gate command of the proposed switch will be on. However, if no care is taken at this operation, there will be a probable taps short circuit for about one cycle. This short circuit current can damage the switches or the transformer winding. To prevent this short circuit, the switching instant must be precisely controlled. If the leakage impedances in model of Fig. 1.19 are

Fig. 1.22 A full-electronic tap-changer configuration for reduction of switches voltage [24]

ignored, considering the switching off of thyristors, the permissible switching time intervals for no circulating current versus the load power factor can be shown as Fig. 1.20.

Referring to Fig. 1.20, the switching logic can be simply expressed as follows:

1. If voltage and current have the same sign, the permissible intervals are for increasing the tap.
2. If voltage and current have the opposite sign, the permissible intervals are for decreasing the tap.

In the above switching logic, if the power factor is close to unity, in the case of direct power flow, the permissible time for reduction of tap tends to zero, and in the inverse power flow, the permissible time for increasing tap tends to zero. In such cases, the short circuit current is somehow unavoidable.

Of course in the actual conditions, there is leakage impedance of transformer, and current commutation between the switches will not occur instantaneously and there is a delay. This commutation time depends on the leakage impedance, taps voltage and load current. In this case, the permissible times for tap-changing must

Fig. 1.23 A full-electronic tap-changer configuration for reduction of the number of switches and taps [24]

be determined by taking into account the commutation time. Figure 1.21 shows the changing tap A to B by taking into account the commutation time.

The commutation time (overlap angle) in this figure has been represented by $\gamma$. It is noted that in order to protect the over-current in the thyristors energizing transformer and over-current due to the secondary short-circuit fault, the bypass switch in Fig. 1.18 has the same explanation as that of Fig. 1.17. This switch is with snubber depending on the tap-changer voltage and current, or a vacuum switch, or a pair-thyristor with the rating higher than the remaining thyristors.

The main configuration of a full-electronic tap-changer has been shown in Fig. 1.18. Its switching strategy is as such that its tapes are correctly and with a minimum circulating current changed. This configuration is an initial and simple arrangement compared to the solid-state power switches. It means that there are voltage steps and AC solid-state power switches equal to the transformer taps number. This will cost too much when high number of steps is required because the number of the required thyristors and their maximum voltage levels is higher.

To solve this problem, two alternative configurations including more advanced arrangements are suggested as shown in Figs. 1.22 and 1.23.

The basis of switching strategy for proper commutation of the switches in the above-mentioned configurations is exactly similar to those expressed in Fig. 1.18. However, as seen the switches arrangements in these two configurations are more complicated than that in the initial configuration of Fig. 1.18.

In Fig. 1.22 configuration, switches have been classified into two groups and groups connected to the load were chosen by switches Y and Z ; for example, for changing 7th tap to 8th tap, switches Tv and Y are off, and switches TA and Z are on (in order to properly on and off the switches without short-circuit and circulating current, this must be done by a proper switching logic).

In this configuration, there is 13 voltage steps, but it is enough that each group switches stand a portion of this voltage. Thyristors group $\mathrm{T}_{1}-\mathrm{T}_{7}$ must stand six times of every step voltage and thyristors group $\mathrm{T}_{8}-\mathrm{T}_{13}$ must stand five times of every step voltage. Therefore, in total thyristors voltage is reduced in this configuration. In spite of this advantage, this configuration has also two drawbacks:


Fig. 1.24 Three different cases for placing electronic tap-changer as a fast voltage regulator

1. Always two switches are in series, and this causes the rise of the voltage drop. Therefore, it increases the tap-changer losses.
2. Voltages of thyristors Z and Y are high and equal to 12 steps. Of course, by improving the on and off strategy of the thyristors, this voltage drop can be reduced. At this end, when switch $Y$ is off, switch $T_{7}$ is kept on in order to supply a minimum voltage on switch Y. Similarly, when switch Z is off, switch $\mathrm{T}_{8}$ must be on.

However, the idea used in configuration of Fig. 1.22 can be extended as such that the thyristors are divided into two groups and then different groups are connected to the load by the switches.

The idea employed in the configuration of Fig. 1.23 is that by providing the possibility of inverting the taps polarities, around $2 n$ voltage steps are achieved with $n$ taps and switches. When switches $\mathrm{T}_{7}$ and X are on (it means voltage is at the middle), and there is intension of inverting the taps, first switch $Y$ is on and then switches X and $\mathrm{T}_{7}$ are off. Then, $\mathrm{T}_{1}$ and Z are on and finally Y will be off. This configuration is also similar to the configuration of Fig. 1.23 and has this drawback that it is always in the series path with the current of two thyristors and this increases the losses. Another drawback of this configuration is that when switch X is on, the load voltage will be lower than the middle voltage, while the winding drop is larger compared with the case in which switch Y is on and the middle voltage is connected to the output due to the winding of the taps.

Electronic tap-changer can be proposed as a fast regulator for protection of the sensitive loads against voltage rise and drop. There are three different cases for placing electronic tap-changer as shown in Fig. 1.24 [25].

If a proposed sensitive load (for example solid-state devices of a factory) already has one or more full transformers, electronic tap-changer can be fixed on a transformer in series with the existing transformers (Fig. 1.24a). If the proposed


Fig. 1.25 Full-electronic tap-changer configuration suggested by [26]

Fig. 1.26 a Short circuit current, b contact temperature up to heat sink when current continuously passes a pair-switch, c contact temperature up to heat sink when current alternatively and cycle by cycle passes a pair-switches [26]



(a)
(b)
(c)
voltage and current are not equal to that of the tap-changer, a booster transformer can be used. This configuration has been presented in Fig. 1.24b.

Finally, in the cases that the voltage variation is required, electronic tap-changer is placed on a full transformer (Fig. 1.24b). There is a new idea for cost reduction

Table 1.3 Economical comparison of mechanical and full-electronic tap-changers of Fig. 1.15 for a $10 \mathrm{MVA}, 27 / 3.8 \mathrm{kV}$ system

| No. | Title | Cost of mechanical <br> tap-changer $(\mathrm{k} \$)$ | Cost of the suggested <br> tap-changer $(\mathrm{k} \$)$ |
| :--- | :--- | :--- | :--- |
| 1 | Transformer and tap-changer | 285 | 312 |
| 2 | On-load losses of transformer | 45.5 | 45.4 |
| 3 | No-load losses of transformer | 31.5 | 31.5 |
| 4 | Thyristors losses | 0 | 3.5 |
| 5 | Total cost | 361 | 391.4 |

of the full-electronic tap-changers. In this idea the solid-state power switches arrangement have been improved, and also a new modulation method for improvement of the control strategy are introduced [26]. Figure 1.25 exhibits the configuration of this electronic tap-changer.

In this configuration, it is possible to create 16 steps in the range of -10 to $+10 \%$ of the rated voltage. The voltage of each step is $1.25 \%$ of the rated voltage. Therefore, the first advantage of this tap-changer is that only by using 5 taps in the transformer and 10 solid-state AC power switches, 16 voltage steps have been obtained. Another advantage of this configuration appears in short-circuit conditions. In the output short circuit conditions, each of parallel switches pair can pass the short circuit current; therefore, in short circuit case the current can be transferred to each of these pair switches cycle by cycle, so the high stress does not exert on one of the switches pair. Figure 1.26b and c show the contacting temperature up to thyristors heat sink for two cases: (I) passing short circuit current

Fig. 1.27 Electronic tapchanger configuration for a $115 \mathrm{kV}, 100 \mathrm{MVA}$ with maximum $\pm 10$ changes by tap [27]

from one of the switches pair and (II) passing short circuit current alternatively between the switches pair. According to Fig. 1.26, the maximum temperature for case I is $222^{\circ} \mathrm{C}$, while this temperature is $204^{\circ} \mathrm{C}$ for case II. Since the thyristors current in a full-electronic tap-changer is chosen based on the current in the short circuit conditions, the rated current of thyristors in this new configuration can be reduced. The other advantage is clear by referring to Fig. 1.26c. After three cycles in case II, temperature of the contact approaches the environment temperature, and it rises again. It means that if the short circuit condition continues, there will not be any problem for thyristors because their contact temperatures have no rising trend, and it is up and down periodically [27].

A new modulation method for improving control strategy and increasing voltage steps without changing the tap-changer configuration has been introduced in literatures [26]. The basis of this modulation method called discrete cycle modulation (DCM) is that the proposed rms voltage in the output is formed by adding the number of cycles of a tap voltage and other tap voltages, therefore, rms voltage will be the average between rms voltage of each individual tap. Without increasing the number of switches and taps, it is practically possible to build more voltage steps using DCM.

By application of different techniques for cost reduction of electronic tapchanger in the configuration of Fig. 1.25, the cost difference between this tap-

Fig. 1.28 Electronic tapchanger configuration for a $34.5 \mathrm{kV}, 30 \mathrm{MVA}$ with maximum $\pm 10$ changes by tap [27]

changer and similar mechanical under-load tap-changer is largely decreased. Table 1.3 compares the cost of these two types of tap-changer for a 13.6 kV , 10 MVA system.

Table 1.3 shows that the relative difference of the costs between the mechanical tap-changer and full-electronic tap-changer is only $8 \%$. If a very low maintenance cost of the full-electronic tap-changer and its large capabilities are taken into account, the popularity of the full-electronic tap-changer will be fully realized. This shows that by improving the full-electronic tap-changer configuration, the cost difference between the full-electronic and mechanical tap-changers will be considerably reduced.

Figures 1.27 and 1.28 show two new configurations for a full-electronic tapchanger. The main goal in the design of these configurations is the cost reduction of the tap-changer by decreasing the number of switches and their voltage and current and also reduction of the number of transformer taps. Figure 1.27 presents the suggested configuration for a $115 \mathrm{kV}, 100 \mathrm{MVA}$ system, and Fig. 1.28 shows the recommended configuration for a 34.5 kV and 30 MVA system. Each of the presented switches in this figure is formed by a number of thyristors pair connected antiparallel. The number of thyristors pair in series has been mentioned beside each switch. In these two configurations, the thyristors with standing voltage of 450 V are used. Configurations in Figs. 1.27 and 1.28 come from the basic configuration of


Fig. 1.29 a Basic configuration of electronic tap-changer used in Figs. 1.27 and 1.28, b basic configuration of extended electronic tap-changer in parallel, and $\mathbf{c}$ basic configuration of extended electronic tap-changer in series

Fig. 1.29a. The basic configuration consists of a winding with a percentage of the rated voltage and four solid-state AC switches. Figure 1.29a can be extended as parallel (Fig. 1.29b) and series (Fig. 1.29c). The requirements of each application will determine how tap-changer must be built using this basic configuration. A DCM similar to the above-mentioned DCM has been proposed [27]. It will be described in detail and its advantages disadvantages are noted.

The main idea in DCM method is that in order to increase the number of voltage taps in a full-electronic tap-changer, without increasing the number of switches and taps of the transformer, a proper switching of the tap-changer switches can be applied and the output voltage is regulated as such that a number of cycles on one tap and number of other cycles on the other tap are placed and this trend continues periodically. So, rms voltages between each of the mentioned taps are obtained in average as given below. In this calculation, the peak voltage of the lower tap is presented by $V_{0}$ and higher tap with $V_{1}$. Meanwhile, $N$ is the total number in a DCM period and $M$ is the number of the repeated cycles of the higher tap. Figure 1.30 shows a typical DCM waveform in which $V_{1}=1, V_{1}=1.02$, $N=3$ and $M=2$.

When DCM is used, output voltage of transformer $v(\omega t)$ over a modulation period is represented as follows:

$$
\begin{equation*}
V(\omega t)=\left[V_{1}-a u(\omega t-2 \pi M) u(2 \pi N-\omega t)\right] \sin (\omega t) \tag{1.1}
\end{equation*}
$$

where $a=V_{1}-V_{0}$ and $u(t)$ is a unit step function. By evaluation of rms voltage $v(\omega t)$ which repeats by period NT, the following result is obtained:

$$
\begin{equation*}
V_{\mathrm{rms}}=\sqrt{\frac{M V_{1}^{2}+(N-M) V_{0}^{2}}{2 N}} \tag{1.2}
\end{equation*}
$$

Fig. 1.30 A period of DCM waveform for $V_{0}=1$, $V_{1}=1.02, N=3$ and $M=2$


Equation 1.2 indicates that the rms voltage is a function of $V_{0}, V_{1}, N$ and $M$, so for constant values of $V_{0}$ and $V_{1}$ and varying $M$ or $N$, the rms voltages between $V_{0} / \sqrt{ } 2$ and $V_{1} / \sqrt{ } 2$ are obtained. It means that there are new voltage steps. In spite of the merit of DCM method in rising the number of steps, this method has three limitations.

1. DCM waveform contains sub-harmonics of the fundamental frequency. These sub-harmonics can be expressed by Fourier series expansion. The Fourier series expansion is presented as follows:

$$
\begin{equation*}
v(\omega t)=b_{N} \sin (\omega t)+\sum_{\substack{n=1 \\ n \neq N}}^{\infty} C_{n} \sin \left(\frac{n}{N} \omega t+\phi_{n}\right) \tag{1.3}
\end{equation*}
$$

It can be shown that coefficients $b_{N}, C_{n}$ and $\phi_{n}$ are obtained from Eqs. 1.4-1.6.

$$
\begin{gather*}
b_{N}=\frac{M V_{1}+(N-M) V_{0}}{N}  \tag{1.4}\\
C_{n}=\left|\frac{N}{\left(N^{2}-n^{2}\right) n}-\left(V_{0}-V_{1}\right)\right| \sqrt{2-2 \cos \left(2 \pi M \frac{n}{N}\right)}  \tag{1.5}\\
\phi_{n}=\operatorname{Arctg}\left(\frac{\cos \left(2 \pi M \frac{n}{N}\right)-1}{\sin \left(2 \pi M \frac{n}{N}\right)}\right) \tag{1.6}
\end{gather*}
$$

Values of coefficients $b_{N}$ and $C_{n}$ up to $n=10$ for three following cases:

$$
\left\{\begin{array}{l}
N=3 \\
M=1
\end{array}\right\},\left\{\begin{array}{l}
N=3 \\
M-2
\end{array}\right\},\left\{\begin{array}{l}
N=2 \\
M=1
\end{array}\right\}
$$

have been given in Table 1.4. This table has been obtained for $V_{0}=1, V_{1}=1.02$ or $\mathrm{a}=2 \%$ of the voltage. By referring to Table 1.4, it is seen that the largest value

Table 1.4 Harmonics coefficients for DCM waveform in three cases

| No. | $M=1, N=3$ | $M=2, N=3$ | $M=1, N=2$ |
| :--- | :--- | :--- | :--- |
| 1 | 0.004134 | 0.004234 | 0.008499 |
| 2 | 0.006615 | 0.006615 | 1.010000 |
| 3 | 1.006666 | 1.013333 | 0.005092 |
| 4 | 0.004725 | 0.004725 | 0 |
| 5 | 0.002067 | 0.002067 | 0.001212 |
| 6 | 0 | 0 | 0 |
| 7 | 0.000826 | 0.000826 | 0.000565 |
| 8 | 0.000601 | 0.000601 | 0 |
| 9 | 0 | 0 | 0.000330 |
| 10 | 0.000363 | 0.000363 | 0 |



Fig. 1.31 Results of flicker sensing test for voltage variations of an incandescent lamp [27]
is obtained for $\left\{\begin{array}{l}N=2 \\ M=1\end{array}\right\}$ and, an half of the fundamental frequency, and it is 0.008488 .
2. In DCM waveform, there is a periodic variation of the voltage amplitude and this causes flicker in incandescent lamps. Of course, flicker depends upon several factors such as human factors, voltage variations, and lamp power and its permissible range has not been fully defined. Figure 1.31 shows the test results of 1,104 observations by 95 persons. These results are obtained by applying the variations of a pulse amplitude voltage for different amplitudes and frequencies on 1,157 incandescent lamps with powers 25,40 and 60 W . The $\%$ inserted beside each curve shows \% of the persons who have sensed the flicker. As seen, voltage variations less than $(0.29 \%) / 3 \mathrm{~V}$ is sensed by less than $10 \%$. It is clear that DCM waveform must be as such that its flicker places in the permissible range.
3. Time response of a system by applying DCM must be large enough in order to practically realize the rms mean voltage over $N$ periods of the power and the value of each tap is filtered individually.

DCM method has not been used any more due to the three above-mentioned drawbacks.

To enhance the power quality, the design of full-electronic tap-changer for distribution transformers can be initialized [28-33]. Solid-state switches in electronic tap-changer are switched by high frequency $(\mathrm{kHz})$; therefore, the mentioned tap-changer is an high frequency AC/AC converter. IGBT can be used as solidstate switch. High frequency switching in electronic tap-changer enhances the
capabilities of the full-electronic tap-changer. Capability of improving the waveform (elimination of harmonics and flicker and ...) and regulating and controlling the output voltage continuously (not discreted) are its additional capabilities. On the other hand, more system complexity, generating high frequencies harmonics and rising the tap-changer losses (arising from switching losses) are the drawbacks of these types of tap-changers. These put the limitations on its applications. Of course, to decrease the stress on the switches, soft switching idea for high frequency tap-changer can be recommended [34-37]. In this case, by adding a resonance circuit and also additional solid-state switches, it is possible to provide zero current switching (ZCS) conditions for main solid-state switches and this decreases the stress on the switches and switching losses. The system is considerably complicated and its application is restricted to a special cases.

The idea of electronic tap-changer has been combined with AC/AC high frequency converters concept and an AC voltage regulator for reducing and increasing the voltage introduced [38]. However, there is no new idea on the design of the electronic tap-changer. Electronic tap-changer has been introduced for village distribution lines with weak cables [39], but there is no a new suggestion for the design of the electronic tap-changer. The simple and initial configuration of Fig. 1.17 has been used and the major point is on the fixing the electronic tap-changer [40]. An electronic, as a fast regulator, has been discussed in literatures [41-44].

### 1.6 The Goal of this Book

Although various ideas have been introduced for the realization of electronic tapchanger, there is no versatility in these ideas. It is clear that which ideas are convenient for a specific application. Basically, which configurations are optimal? or do the optimal configurations have different structures?

The purpose of an optimal configuration is the structure that has the advantages of full-electronic tap-changers and drawbacks of these tap-changers are decreased as possible. One of the most important problems of electronic tap-changer is its cost.

In this book ideas introduced for electronic tap-changer are first classified logically. Then, cost parameter as objective function is defined to present an optimal configuration. Following the selection of the optimal configuration, remaining design requirements such as switching method for a proper commutation, control method and detection of the rise and drop of voltage, etc. are designed tap-changer and finally the designed is practically realized.

### 1.7 Future Chapters

The next chapter deals with the design of the structure of winding taps and also switches configuration in the full-electronic tap-changer. Cost function is defined
and optimal configuration based on this function is designed. Chapter 3 introduces bi-directional switches, and current commutation techniques between them are discussed. Chapter 4 presents the design of control system of tap-changer for the regulation of the output voltage. In this chapter, tap-changer system is simulated and the performance of the designed control system is investigated. Meanwhile, it is discussed that how amplitude and phase of a sinusoidal variable are extracted. Chapter 5 proposes an electronic tap-changer as power quality enhancement tools and its performance is determined. Chapter 6 presents the experimental results on a prototype tap-changer and finally the book is concluded in Chap. 7.
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# Chapter 2 <br> Design of Taps Winding Structure and Configuration of Switches in Full-Electronic Tap-Changer 

### 2.1 Introduction

Full-electronic tap-changer is faster, has better performance, more capabilities and lower maintenance costs compared with mechanical tap-changers and hybrid tap-changers; however, the cost of electronic tap-changers is higher than that of the conventional ones. This is one of the most important factors that prevents a wide application of this system [1]. Two cost deterministic factors in an electronic tap-changer are:
a. The number of solid-state power switches and their voltages and currents.
b. The number of transformer taps because every tap requires isolation equipment and its own specific insulators.

Therefore, if (a) and (b) decrease, the cost of tap-changers will be largely reduced. On the other hand, the higher the number of voltage steps over electronic tap-changer adjustment range, the more precise the regulation will be, and this is the most important characteristic of this system. Therefore, the major goals of the design of the power section of an electronic tap-changer are as follows [2]:

1. The number of solid-state power switches and their voltages and currents should be minimal.
2. The number of transformer taps should be minimal.
3. The number of voltage steps over output voltage regulation range should be maximal in order to enhance the regulation precision.

Of course, other lateral goals are also proposed and some of these goals are:

1. System losses including losses of switches, as well as transformer losses should be minimal.
2. System reliability should be high.
3. Standing should be very larger than the rated current arising from the short circuit.
4. Standing should be very higher than the rated voltage due to the switching of the power system or lightning.

Although the above-mentioned lateral goals are very important, the major concentrations of this chapter are the major goals and the lateral goals will be proposed during arguments.

### 2.2 The Design of Transformer Taps Configuration

The first stage in the design of an electronic tap-changer is the design of transformer taps configuration. Certainly more reduction of the number of taps provides a better configuration while the number of voltage steps decreases.

In the first instance, if the diversity of the existing configurations for transformer taps is taken into account, the selection of optimal configuration does not seem straightforward. On the other hand, if it is claimed that a configuration is optimal, generally all possible configurations must be taken into account. Therefore, the optimal design of taps configuration in a transformer will be as such that first the number of the available configurations are reviewed; then, it will be tried to categorize comprehensively all possible configurations into a number of groups. Finally an optimal configuration is selected by studying the characteristics of each group.

Figure 2.1 exhibits some of the common configurations in mechanical, hybrid and also full-electronic tap-changers. Since this section concentrates on the taps winding configuration, only the transformer winding part has been drawn in this figure and switches arrangement has been presented as a black box. Meanwhile, the transformer phase has been shown and for a three-phase transformer similar configuration is repeated three times.

The taps in Fig. 2.1 may be placed in the primary or secondary, and this depends on some factors such as voltage and power of the transformer; however, for the proposed case, there is no difference between the two sides of the transformer. The terminals with hollow circle and inserted number 1 and 2 form two final terminals of the winding. $\mathrm{N}_{\mathrm{i}} \mathrm{s}$ in Fig. 2.1 presents the main part of the winding. The main part of the winding is always in the circuit and in fact provides a constant bias for the winding turn number. The taps winding presented by $n_{i}$ are used to regulate the turn number around bias turn number, and they can be in the circuit or independent of the switches position. Voltages of achievable cases are not equal, in other words, there is no repeated cases.

Considering the configurations of Fig. 2.1, they are categorized into three groups:
a. Those windings in which taps winding is placed on the main winding. In other words, taps windings are connected to the main winding internally (Fig. 2.1a and d).


Fig. 2.1 Common configurations for taps winding in tapped-transformers and equipped by tap-changer
b. Those windings in which non of taps winding is place on the main winding, but place independently (Fig. 2.1b, e and f).
c. A combination of case a and b (Fig. 2.1c).

Meanwhile, only those voltages that do not cause short circuit in the windings are achievable.

Schematic of groups a and b for tapped-winding has been shown in Fig. 2.2. Number of taps in the configurations is equal to $K$.

Now, in order to compare these three groups, the following criterion $C_{1}$ is defined taking into account the main goals of the design for the proposed configuration:

$$
\begin{equation*}
C_{1}=\frac{\text { Maximum achievable number of voltage steps }}{\text { Number of taps }} \tag{2.1}
\end{equation*}
$$

The maximum achievable voltage steps are obtained by the following two assumptions:
a. Arrangement of switches due to taps selection as such that all possible cases are realizable.
b. The achievable voltage cases are not equal with each other, in other words, there is no repeated cases.

Meanwhile, only those voltage that do not cause short circuit of the windings are achievable.

Certainly, larger $C_{1}$ leads to a lower cost configuration which is more attractive. First $C_{1}$ is evaluated for configuration of Fig. 2.2a. Since transient modes of transformer are not proposed in this stage, the steady-state voltage is considered and configuration of Fig. 2.2a is modeled as Fig. 2.3. In this model, all voltage supply is sinusoidal and the phase and amplitude of each supply is proportional with the relevant number of turns of the winding. The achievable voltages in this model have been summarized in Table 2.1. As seen, $V_{N 1}$ is present as bias voltage in the achievable voltages. It is noted that voltages such as $V_{N 1}+V_{2}$ are not

Fig. 2.2 Two different groups of windings for taps winding: a main winding connected to taps-winding, b main winding not connected to taps winding


Fig. 2.3 Circuit model of configuration of Fig. 2.2a in steady-state


Table 2.1 Achievable voltages in model of Fig. 2.3

| No. | Achievable voltage value | No. of values |
| :--- | :--- | :--- |
| 1 | $V_{N_{1}}$ | 1 |
| 2 | $V_{N_{1}}+V_{1}$ | 1 |
| 3 | $V_{N_{1}}+V_{1}+V_{2}$ | 1 |
| $\cdot$ | $\cdot$ | $\cdot$ |
| $\cdot$ | $\cdot$ | $\cdot$ |
| - | - | $\cdot$ |
| $K-1$ | $V_{N 1}+V_{1}+V_{2}+\cdots+V_{K-2}$ | 1 |
| $K$ | $V_{N 1}+V_{1}+V_{2}+\cdots+V_{K-2}+V_{K-1}$ | 1 |
|  | Total | $K$ |

achievable in this model, because they cause short circuit of $V_{1}$. Therefore, criterion $C_{1}$ for configuration of Fig. 2.2a is calculated as follows:

$$
\begin{equation*}
\left.C_{1}\right|_{\text {Configuration of Fig. 2.2a }}=\frac{K}{K}=1 \tag{2.2}
\end{equation*}
$$

Similarly, for configuration of Fig. 2.2b a corresponding circuit model with voltage supplies can be considered and then the achievable voltages are summarized in Table 2.2. There is $V_{N 1}$ as bias voltage over all values.

Referring to Table 2.3, sum of the achievable voltages for configuration of Fig. 2.2b is calculated as follows:

Sum of achievable voltages for configuration of Fig. 2.2b

$$
\begin{equation*}
=1+2[(K-1)+(K-2)+\cdots+2+1]=K^{2}-K+1 \tag{2.3}
\end{equation*}
$$

Table 2.2 Achievable voltages for configuration of Fig. 2.2b

| No. | Achievable voltage value | No. of values |
| :--- | :--- | :--- |
| 1 | $V_{N_{1}}$ | 1 |
| 2 | $V_{N_{1}}+V_{1}$ | $2(K-1)$ |
| 3 | $V_{N 1}+V_{1}+V_{2}$ | $2(K-2)$ |
| $\cdot$ | $\cdot$ | $\cdot$ |
| $\cdot$ | $\cdot$ | $\cdot$ |
| $\cdot$ | $\cdot$ | $\cdot$ |
| $K-1$ | $V_{N 1}+V_{1}+V_{2}+\cdots+V_{K-2}$ | 2 |
| $K$ | $V_{N 1}+V_{1}+V_{2}+\cdots+V_{K-2}+V_{k-1}$ | 1 |
|  | Total | $K^{2}-K+1$ |

Table 2.3 Switches positions in arrangement of Fig. 2.10 to obtain each achievable voltages

| No. | Switches positions |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | Value of realized voltage |  |  |  |  |  |
|  | $S_{1}$ | $S_{2}$ | $\cdots$ | $S_{K-1}$ | $S_{K}$ |  |
| 1 | 1 | 0 | $\cdots$ | 0 | 0 | $V_{N_{1}}$ |
| 2 | 0 | 1 | $\cdots$ | 0 | 0 | $V_{N_{1}}+V_{n_{1}}$ |
| $\bullet$ |  |  |  |  |  |  |
| $\bullet$ |  |  |  |  |  |  |
| $\bullet$ |  |  |  |  | 1 | $V_{N_{1}}+V_{n_{1}}+V_{n_{2}}+\cdots+V_{n_{K-1}}$ |
| $K$ | 0 | 0 | $\cdots$ |  | 1 |  |

Therefore, criterion $C_{1}$ for configuration of Fig. 2.2b is obtained as follows:

$$
\begin{equation*}
\left.C_{1}\right|_{\text {Configuration of Fig. 2.2b }}=\frac{K^{2}-K+1}{K} ; \quad K \geq 2 \tag{2.4}
\end{equation*}
$$

Figure 2.5 a is the result of Fig. 2.5 b repetition and Fig. 2.5 b the result of Fig. 2.2b repetition. If sum of taps in configuration of Fig. 2.5 is represented by $T$, it can be written as

$$
\begin{equation*}
T=\left(K_{1}+1\right)+\left(K_{2}+1\right)+\cdots+\left(K_{1}+1\right) \tag{2.5}
\end{equation*}
$$

Now this question can be proposed: if total taps are a given constant value of $T$, for which values of $K_{1}, K_{2}, \ldots, K_{i}$, is criterion $\mathrm{C}_{1}$ maximized in each of the configurations of Fig. 2.5a, b? Before to answer this question, it must be noted that in the configurations having several tapped-windings, the maximum number of the achievable voltages are obtained from the product of the achievable voltages due to one by one windings; in other words, if the number of achievable voltages of the tapped-winding is represented by $N_{V}$, the total number of the achievable voltages $N_{v \text { Total }}$ is obtained as follows:

$$
\begin{equation*}
N_{V \text { Total }}=N_{V_{1}} N_{V_{2}} \ldots N_{V i}=j=1 \prod_{\Sigma}^{i} N_{V_{j}} \tag{2.6}
\end{equation*}
$$

where $N_{V_{j}}$ is the number of achievable voltages due to the $j$ th tapped-winding. Now the above-mentioned question can be answered by referring to this introduction. First configuration of Fig. 2.5a is investigated. Criterion $C_{1}$ for this configuration is obtained as follows:

$$
\begin{equation*}
\left.C_{1}\right|_{\text {Configuration of Fig. 2.5a }}=\frac{\left(K_{1}+1\right)\left(K_{2}+1\right) \cdots\left(K_{i}+1\right)}{\left(K_{1}+1\right)+\left(K_{2}+1\right)+\cdots+\left(K_{i}+1\right)} \tag{2.7}
\end{equation*}
$$

Since it has been assumed that the given total taps is a constant value of $T$, considering that when the sum of several positive numbers is constant, their product is maximized when all the numbers are equal. The maximum value of $C_{1}$ will be as follows:

$$
\begin{equation*}
\left.C_{1}\right|_{\text {Configuration of Fig.2.5a }}=\frac{\left(\frac{T}{i}\right)^{i}}{T} \tag{2.8}
\end{equation*}
$$

where $i$ is the number of tapped-windings. Figure 2.4 compares criterion $C_{1}$ for configurations of Fig. 2.2a, b for equal taps number. Now it must be investigated which value of $i$ maximizes Eq. 2.8. At this end, Eq. 2.8 is rewritten as follows:

$$
\begin{equation*}
\left.C_{1}\right|_{\text {Configuration of Fig. 2.5a }}=\frac{(n)^{\frac{T}{n}}}{T}=\frac{\left(n^{\frac{1}{n}}\right)^{T}}{T} \tag{2.9}
\end{equation*}
$$

$n=T / i$ and is equal to the number of taps in each tapped-windings. Since $T, n$ and $n^{1 / n}$ are equal or larger than unity, Eq. 2.9 is maximized when $n^{1 / n}$ is maximized. This function has been plotted in Fig. 2.6 in which is maximized at $n=3$. It is concluded that configuration of Fig. 2.5a for a fixed number of taps, is maximized when it has the maximum number of the achievable voltages where all its tappedwindings have three taps. In this case the peak value of $C_{1}$ is as follows:

$$
\begin{equation*}
C_{1 \mathrm{Max}}-\frac{\left(3^{\frac{1}{3}}\right)^{T}}{T}=\frac{1.44^{T}}{T} \tag{2.10}
\end{equation*}
$$

Fig. $2.4 C_{1}$ versus number of taps ( $K$ ) for configurations of Fig. 2.2a and b


Fig. 2.5 Configuration of taps winding when there are several taps: repetition of configuration of a. Fig. 2.2a and $b$


Now configuration of Fig. 2.5b is investigated. Criterion $C_{1}$ for this configuration is obtained as follows:

$$
\begin{equation*}
\left.C_{1}\right|_{\text {Configuration of Fig. } 2.5 \mathrm{~b}}=\frac{\left(K_{1}^{2}-K_{1}+1\right)\left(K_{2}^{2}-K_{2}+1\right) \cdots\left(K_{i}^{2}-K_{i}+1\right)}{\left(K_{1}+1\right)+\left(K_{2}+1\right)+\left(K_{3}+1\right)+\cdots+\left(K_{i}+1\right)} \tag{2.11}
\end{equation*}
$$

Fig. 2.6 Variations of $n^{1 / n}$ versus $n$


In this case, it can be shown again that Eq. 2.11 is maximized if all tappedwindings have an equal number of taps. For number of taps equal to $n$ :

$$
\begin{equation*}
\left.C_{1 \text { Max }}\right|_{\text {Configuration of Fig. 2.5b }}=\frac{\left(n^{2}-n+1\right)^{\frac{T}{n}}}{T} \tag{2.12}
\end{equation*}
$$

Equation 2.12 will be maximized when $\left(n^{2}-n+1\right)^{1 / n}$ is maximized. Figure 2.7 shows the variations of the mentioned function against $n$. As seen this function is maximized at $n=3$. Consequently, for a fixed number of taps, configuration of Fig. 2.5b has the peak values of the achievable voltages if all tapped-windings have three taps. In this case, the maximum value of the criterion will be as follows:

$$
\begin{equation*}
\left.C_{1 \text { Max }}\right|_{\text {Configuration of Fig. } 2.5 \mathrm{~b}}=\frac{\left(\left(3^{2}-3+1\right)^{\frac{1}{3}}\right)^{T}}{T}=\frac{1 / 91^{T}}{T} \tag{2.13}
\end{equation*}
$$

Comparison of Eqs. 2.10 and 2.13 indicates that the configuration of Fig. 2.5b has the larger maximum criterion $C_{1}$ than that of Fig. 2.5a. Combination of the configuration of Fig. 2.5a and b is also possible (like Fig. 2.1c). However, for criterion $C_{1}$ the configuration of Fig. 2.5b will be certainly optimal because if each of the tapped-windings of Fig. 2.2a and tapped-windings of Fig. 2.2b are replaced with the number of taps, number of the achievable voltages will be higher (according to Fig. 2.4). Therefore, the number of the achievable voltages will also be larger.

Therefore, the optimal configuration for taps windings from $C_{1}$ criterion point of view will be as shown in Fig. 2.8. Total number of taps in this configuration is $T=3 i$ and the $C_{1}$ criterion is: $V^{i} / 3 i$.

Fig. 2.7 Variation of $\left(n^{2}-n+1\right)^{1 / n}$ versus $n$


Fig. 2.8 Optimal configuration for windings using criterion $C 1$


### 2.3 Voltage Selection of Each Part of Windings in Tapped-Winding

It was mentioned in Sect. 2.2 that the number of the achievable voltages is evaluated assuming unequal voltages. Therefore, the voltage of each section of the windings in a tapped-winding must be chosen as such that the achievable cases are not repetitive. Meanwhile, in most applications, it is necessary that the windings voltage be regulated as such that the achievable voltages are linear with equal step voltages. In this section, the voltages of each section of windings are determined for the configuration of Fig. 2.5 and optimal case, and the equal taps number in any tapped-winding (three taps in each tapped-winding). It is again emphasized that the choice of voltages is based on the two above-mentioned conditions.

The first configuration of Fig. 2.5a is considered. Figure 2.9 exhibits the configuration of Fig. 2.5a for the number equal to three in each tapped-winding, where

Fig. 2.9 Configuration of
Fig. 2.2a for $n=3$

in each tapped-winding, the number of bias turns up to middle tap is shown by $N_{j}$ and windings of taps by $n_{j_{1}}, n_{j_{2}}$.

The achievable voltages in configuration of 2.9 are as follows:
Achievable voltages in configuration of Fig. 2.9

$$
\begin{array}{rccccccc} 
& -V_{n_{11}} & - & V_{n_{21}} & \cdots & - & V_{n_{i 1}} \\
=V_{N_{1}}+V_{N_{2}}+\cdots+V_{N_{i}} & +\begin{array}{c}
0 \\
\end{array}+ & 0 & \cdots & + & 0  \tag{2.14}\\
& +V_{n_{12}} & + & V_{n_{22}} & \cdots & + & V_{n_{i 2}}
\end{array}
$$

where $V_{X}$ corresponds with winding $X$. It is clear that if the achievable voltages are placed around bias voltage symmetrically, the following relationship must be satisfied:

$$
\begin{equation*}
V_{n_{11}}=V_{n_{12}}, V_{n_{21}}=V_{n_{22}}, \ldots, V_{n_{i 1}}=V_{n_{12}} \tag{2.15}
\end{equation*}
$$

If step voltage between the achievable voltages is called $V_{\text {step }}$, then, it is clear that at least one of the taps windings (for example the first winding) must have a voltage equal to $V_{\text {step }}$; in other words, the following must be satisfied:

$$
\begin{equation*}
V_{n_{11}}=V_{n_{12}}=V_{\text {step }} \tag{2.16}
\end{equation*}
$$

So, voltages $-V_{\text {step, }}, 0, V_{\text {step }}$ will be realized around the bias voltage (to simplify, hereafter the bias voltage as a constant and definite voltage is not mentioned). Now values of $V_{n_{12}}$ and $V_{n_{22}}$ are determined. If repetitive voltages do not occur, considering the second tapped-winding, in total there will be $3 \times 3=9$ achievable voltages. If these achievable voltages differ by equal steps $V_{\text {step }}$, the cases $0, \pm V_{\text {step }}, \pm 2 V_{\text {step }}, \pm 3 V_{\text {step }}$, and $\pm 4 V_{\text {step }}$ will be realized. Since $V_{n_{21}}=$ $V_{n_{22}}=3 V_{\text {step }}$, the following must be satisfied:

$$
\begin{equation*}
V_{n_{21}}=V_{n_{22}}=3 V_{\text {step }} \tag{2.17}
\end{equation*}
$$

Similarly, voltages for windings $n_{j_{1}}$ and $n_{j_{2}}$ can be determined. Thus, for $j$ th tapped-winding the total number of the achievable voltages will be $3^{j}$. If it is assumed that there is no repetitive voltages and the achievable voltages have equal steps, the voltage range of $\pm\left[\frac{3^{j}-1}{2}\right] V_{\text {step }}$ will be realizable, while there will be realizable voltage range of $\pm\left[\frac{3^{j-1}-1}{2}\right] V_{\text {step }}$ up to winding $(j-1)$ th. Therefore, the following relationship must be satisfied:

$$
\begin{equation*}
V_{n_{j 1}}=V_{n_{j 2}}=\left[\frac{3^{j}-1}{2}\right] V_{\text {step }}-\left[\frac{3^{j-1}-1}{2}\right] V_{\text {step }}=3^{j-1} V_{\text {step }} ; \quad j=1,2, \ldots, i \tag{2.18}
\end{equation*}
$$

So, the corresponding voltages of each section of taps windings in configuration of Fig. 2.9 are determined to prevent repetitive voltage and also to provide achievable linear voltages with equal steps of $V_{\text {step }}$.

Now consider configuration of Fig. 2.5b. This configuration is presented in Fig. 2.8 for three taps in each of the tapped-windings. The achievable voltages in configuration of Fig. 2.8 are as follows:

Achievable voltages in configuration of Fig. 2.8

$$
\left.\begin{array}{rccccc}
- & \left(V_{n_{11}}+V_{n_{12}}\right) & - & \cdots & - & \left(V_{n_{i_{1}}}+V_{n_{i_{2}}}\right) \\
- & V_{n_{12}} & - & \cdots & - & V_{n_{i_{2}}} \\
- & V_{n_{11}} & - & \cdots & - & V_{n_{i_{1}}} \\
=V_{N}+ & 0 & + & \cdots & + & 0 \\
+ & V_{n_{11}} & + & \cdots & + & V_{n_{i_{1}}} \\
+ & V_{n_{12}} & + & \cdots & + & V_{n_{i_{2}}} \\
& + & \left(V_{n_{11}}+V_{n_{12}}\right) & + & \cdots & +  \tag{2.19}\\
\hline
\end{array} V_{n_{i_{1}}}+V_{n_{i_{2}}}\right) .
$$

It is clear from Eq. 2.17 that the voltage selected for any taps winding, the achievable voltages around bias voltage $\left(V_{N}\right)$ will be symmetrical and no caution is required. However, in order to have equal achievable voltages of $V_{\text {step }}$, the following relationship must be at least satisfied:

$$
\begin{equation*}
V_{n_{11}}=V_{\text {step }}, V_{n_{12}}=2 V_{\text {step }} \tag{2.20}
\end{equation*}
$$

Also, the following must be satisfied in all tapped-windings:

$$
\begin{equation*}
2 V_{n_{j 1}}=V_{n_{j 2}} ; \quad j=1,2 \ldots, i \tag{2.21}
\end{equation*}
$$

To determine $V_{n_{j 1}}$ and $V_{n_{j 2}}$, for $i$ th tapped-winding the total number of achievable voltages is $V_{j}$. Suppose there is no repetitive voltage, and the achievable voltage has equal steps. In this case there will be the realizable voltages up to the range of $\pm\left(\frac{7^{i}-1}{2}\right) V_{\text {step }}$ for $j$ th tapped-winding while these voltages up to winding $(j-1)$ th will be $\pm\left[\frac{V^{j-1}-1}{2}\right] V_{\text {step }}$. Therefore:

$$
\begin{equation*}
V_{n_{j 1}}+V_{n_{\mathrm{j} 2}}=\left(\frac{7^{j}-1}{2}\right) V_{\text {step }}-\left(\frac{7^{j-1}-1}{2}\right) V_{\text {step }}=3 \times 7^{j-1} V_{\text {step }} \tag{2.22}
\end{equation*}
$$

Referring to Eq. 2.21;

$$
\begin{equation*}
V_{n_{j 1}}+2 V_{n_{j 1}}=3 \times 7^{j-1} V_{\text {step }} \tag{2.23}
\end{equation*}
$$

Hence, $V_{n_{j 1}}$ and $V_{n_{j 2}}$, obtained as follows:

$$
\begin{equation*}
V_{n_{j 1}}=7^{j-1} V_{\text {step }} ; \quad V_{n_{j 2}}=2 \times 7^{j-1} V_{\text {step }} ; \quad j=1,2 \ldots i \tag{2.24}
\end{equation*}
$$

Therefore, the corresponding voltages ( $V_{\text {step }}$ ) of each section of the taps windings in configuration of Fig. 2.8 are determined as such that there is no repetitive voltages and the linear achievable voltages with equal steps are provided.

### 2.4 Switches Arrangement

One of the assumptions in Sect. 2.2 for evaluation of the maximum number of achievable voltage was that the switches arrangement must be such that all achievable voltages are realized. This is proposed in this section. First arrangement of Fig. 2.2a is considered. Fig. 2.10 presents the switches arrangement in which tapped-winding realizes all possible cases.

As seen, in this switches arrangement, the number of switches is equal to the number of taps and in order to obtain the achievable voltages, in any case one of the switches must be on and others off. Table 2.3 presents the position of switches for obtaining the realizable voltages.

Now configuration of Fig. 2.2b is considered. Figure 2.11 suggests four switches arrangements for this configuration. Every suggested arrangements, in Fig. 2.11 can realize a specific number of the achievable voltages. To compare these arrangements the following criterion is defined:

$$
\begin{equation*}
\left.C_{2}\right|_{\text {specific configuration of Fig. 2.11a }}=\frac{\text { No. of realizable voltages }}{\text { No. of switches }} \tag{2.25}
\end{equation*}
$$

A larger $C_{2}$ leads more suitable arrangements. Now criterion $C_{2}$ is calculated for each arrangement of Fig. 2.11. For arrangement of Fig. 2.11a, criterion $C_{2}$ can be easily evaluated as follows:

$$
\begin{equation*}
\left.C_{2}\right|_{\text {Configuration of Fig. 2.10a }}=\frac{K}{K}=1 \tag{2.26}
\end{equation*}
$$

where $K$ is the number of taps. It is clear that arrangement of Fig. 2.11b can realize all achievable voltages, so criterion $C_{2}$ for this arrangement will be as follows:

$$
\begin{equation*}
\left.C_{2}\right|_{\text {Configuration of Fig. 2.11b }}=\frac{K^{2}-K+1}{2 K} \tag{2.27}
\end{equation*}
$$

Fig. 2.10 Switches arrangement for configuration of Fig. 2.2a



Fig. 2.11 Four types of suggested switches arrangements for configuration of Fig. 2.2b

Table 2.4 summarizes the switches arrangements of Fig. 2.11b to realize the achievable voltages.

Arrangement of Fig. 2.11c realizes all achievable voltages in Table 2.2 with + sign, therefore criterion $C_{2}$ of this arrangement will be as follows:

$$
\begin{equation*}
\left.C_{2}\right|_{\text {Configuration of Fig. 2.11c }}=\frac{\frac{\left[K^{2}-K+1\right]-1}{2}+1}{2(K-1)+1}=\frac{\frac{K(K-1)}{2}+1}{2 K-1} \tag{2.28}
\end{equation*}
$$

Table 2.4 Switches arrangements of Fig. 2.11b to realize achievable voltages

| Switches positions |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $S_{1}$ | $S_{2}$ | $\ldots$ | $S_{K-1}$ | $S_{K}$ | $\mathrm{~S}_{1}^{\prime}$ | $S_{2}^{\prime}$ | $\ldots$ | $S_{K-1}^{\prime}$ | $S_{K}^{\prime}$ | Value of <br> realized <br> voltage |
| 1 | 0 | $\cdots$ | 0 | 0 | 0 | 1 | 0 | 0 | 0 | $V_{n_{1}}$ |
| 0 | 1 | $\ldots$ | 0 | 0 | 0 | 0 | 1 | 0 | 0 | $V_{n_{2}}$ |
| $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |  | $\cdot$ | $\cdot$ | $\cdot$ |
|  | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |  | $\cdot$ | $\cdot$ | $\cdot$ |
| $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |  | $\cdot$ | $\cdot$ | $\cdot$ |
| 0 |  |  | 1 | 0 | 0 |  |  |  | 1 | $V_{n_{n_{k-1}}}$ |
| 0 | 1 | $\ldots$ |  | 0 | 1 | 0 |  | 0 | 0 | $-V_{n_{1}}$ |
| 0 | 0 | 1 |  | 0 | 0 | 1 |  | 0 | 0 | $-V_{n_{2}}$ |
| $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |  | $\cdot$ | $\cdot$ | $\cdot$ |
| $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |  | $\cdot$ | $\cdot$ | $\cdot$ |
| $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |  | $\cdot$ | $\cdot$ | $\cdot$ |
| 0 | 0 | 0 |  | 1 | 0 | 0 |  | 1 | 0 | $-V_{n_{k-1}}$ |

Finally arrangement of Fig. 2.11d has the following criterion:

$$
\begin{equation*}
\left.C_{2}\right|_{\text {Configuration of Fig. 2.11d }}=\frac{2(K-1)+1}{K+4}=\frac{2 K-1}{K+4} \tag{2.29}
\end{equation*}
$$

For $K \geq 3$ Fig. 2.11 b is more suitable than other arrangements from criterion $C_{2}$ point of view. Arrangement of Fig. 2.11b is an arrangement that realizes all achievable voltages with minimum switches. Figure 2.12 compares $C_{2}$ criterion for configuration suggested in Fig. 2.11. To prove this, consider Fig. 2.13. In this figure, switches have been represented as a black box where taps winding are the input and terminals I and II as the output of the box. Realization of all achievable voltages means that the black box must be able to connect each taps to terminal I and terminal II. Meanwhile, this must be done as such that none of the taps shortcircuited with each other.

Fig. 2.12 Criterion curve for arrangements of Fig. 2.11


Fig. 2.13 Representing switches arrangements as a black box-winding taps as input and terminals I and II as output of black box


It is necessary that every winding taps be connected to terminal I and also each tap is connected to terminal II by independent switches. Such arrangement has been shown in Fig. 2.14. A close look at this arrangement indicates that this arrangement is identical with that of Fig. 2.11b which is better than other arrangement from the criterion $C_{2}$ point of view. Thus, at least twice of the taps numbers are required to realize all achievable voltages.

So far, it has been shown that arrangement of Fig. 2.11b has a larger criterion $C_{2}$ among the suggested arrangements in Fig. 2.11, However, it has not yet been proved whether from criterion $C_{2}$ point of view, arrangement of Fig. 2.11b is an optimal arrangement among all possible arrangements. It will be shown that the above-mentioned arrangement is optimal from $C_{2}$ criterion point of view among all possible arrangements. At this end, block box of Fig. 2.13 is drawn as Fig. 2.15. In this figure each tap has been shown by a node (circle) with numbers $n_{1}-n_{K}$ and the output terminals with nodes I and II.

Fig. 2.14 An arrangement realizing all achievable voltages



Fig. 2.15 General arrangement for switches

Meanwhile, the number of middle nodes is also considered. Switches have been shown by the lines is drawn between the nodes. At least two switches enter and one switch exits from every middle node. There is not any restriction in connecting switches. Fig. 2.15 presents all possible arrangements for tap-changing configuration of Fig. 2.2b. Now criterion $C_{2}$ is evaluated for arrangement of Fig. 2.15. It must be emphasized that the realizable voltages in this general arrangement are those in which there is no any common middle between connection of node I to taps and node II to their taps. Otherwise, the taps will be short-circuited. Suppose that the general arrangement of Fig. 2.15 is able to connect terminal I to $J$ taps and for the connection of terminal I to tap $i$ th $(i=1,2, \ldots, J)$, terminal II will be able to connect to other $T_{i}$ taps from independent middle nodes. So, when terminal I is able to connect to $J$ different taps, then at least there need for $J$ switches for such a task. On the other hand, when it is possible to connect terminal II to other $T_{i}$ taps for connecting terminal I to $i$ th tap, $T_{1}$ independent switches must exist. In total, if terminal II can be connected to $T_{t}$ taps for different cases. Then, the following can be certainly written:

$$
\begin{equation*}
T_{t} \geq T_{i} ; \quad i=1,2, \ldots, J \tag{2.30}
\end{equation*}
$$

It is concluded that there will be at least $T_{1}$ independent switches to connect terminal II to this number of taps. Thus, criterion $C_{2}$ is as follows:

$$
\begin{equation*}
C_{2}=\frac{1+\sum_{i=1}^{J} T_{i}}{1+J+T_{t}} ; \quad 1<J \leq K, 1<T_{t} \leq K-1 \tag{2.31}
\end{equation*}
$$

Regarding Eq. 2.30:

$$
\begin{equation*}
C_{2} \leq \frac{J T_{t}+1}{J+T+1_{t}} \tag{2.32}
\end{equation*}
$$

It is clear that function $\frac{J T_{t}}{J+T_{t}}$ is maximized when $J$ and $T_{t}$ are equal and identical with their maximum possible value $K$, therefore:

$$
\begin{equation*}
C_{2} \leq \frac{K^{2}-K+1}{2 K} \tag{2.33}
\end{equation*}
$$

### 2.5 Optimal Topology Exclusive of Influence of Voltage Amplitude and Switches Currents

A tapped-windings configuration with the minimum number of taps and maximum achievable voltages were introduced in Sect. 2.2. As shown in Sect. 2.4, the optimal arrangement of switches with minimum number of switches realize all achievable voltages. Figure 2.16 presents optimal structure of the taps with optimal arrangement of switches.

There are the following relationships in Fig. 2.16:

$$
\begin{gather*}
N_{T}=3 i  \tag{2.34}\\
N_{S}=6 i  \tag{2.35}\\
N_{V}=7^{i}  \tag{2.36}\\
2 V_{n_{\mathrm{j} 1}}=V_{n_{j 2}}=2 V_{\text {step }} 7^{j-1} ; \quad j=1,2, \ldots, \mathrm{I} \tag{2.37}
\end{gather*}
$$

where $N_{r}$ is the taps number, $N_{s}$ is the number of switches, $N_{v}$ is the number of achievable voltages and $V_{n_{s}}$ is the voltage corresponding with winding $n_{s}$.

The number of taps and number of current and voltage of the solid-state switches are those factors that determine the cost of the electronic tap-changer. In this section the voltage and current impacts are ignored and only their numbers are taken into account. So the cost function can be given as follows:

$$
\begin{equation*}
C_{3}=\alpha_{N_{T}} N_{T}+\alpha_{N_{S}} N_{S} \tag{2.38}
\end{equation*}
$$

where $\alpha_{N_{T}}$ is the weight related to the cost of each tap and $\alpha_{N_{s}}$ is the weight related to each switch. Is the topology shown in Fig. 2.16 is optimal from the optimal $C_{3}$ criterion point of view?. In other words, if a tap-changer with $N_{v}$ realizable voltages are desired, which topology has the minimum cost (cost function of 2.28, and assume $\alpha_{N_{T}}$ and $\alpha_{N_{s}}$ are known)?

It is clear that the optimal topology is a tap-changer shown in Fig. 2.16 or shown in Fig. 2.17. To find the optimal topology, the cost function $C_{3}$ is calculated for two suggested topologies.

First the cost function $C_{3}$ is calculated for topology of Fig. 2.16. Referring to Eqs. 2.34-2.36, $N_{T}$ and $V_{S}$ versus $N_{v}$ is substituted in Eq. 2.38 and the following equation is obtained:

Fig. 2.16 Optimal structure of the taps with optimal arrangement of switches


$$
\begin{align*}
\left.\mathrm{C}_{3}\right|_{\text {Topology of Fig. 2.16 }} & =\alpha_{N_{T}} \times 3 \log _{7} N_{V}+\alpha_{N_{S}} \times 6 \log _{7} N_{V} \\
& =3 \log _{7} N_{V}\left(\alpha_{N_{T}}+2 \alpha_{N_{S}}\right) \tag{2.39}
\end{align*}
$$

Similarly, the cost function $C_{3}$ is obtained for topology of Fig. 2.17:

$$
\begin{equation*}
\left.C_{3}\right|_{\text {Topology of Fig. 2.17 }}=3\left(\alpha_{N_{T}}+\alpha_{N_{S}}\right) \log _{3} N_{V} \tag{2.40}
\end{equation*}
$$

Fig. 2.17 Candidate topology for optimal topology based on cost function $C_{3}$


Now, to compare the cost related to the proposed topologies, the ratio of this function is studied. The following equation is the ratio of the relevant cost function of Fig. (2.16), and cost function related to (2.17):

$$
\begin{align*}
\frac{\left.C_{3}\right|_{\text {Topology of Fig. 2.17 }}}{\left.C_{3}\right|_{\text {Topology of Fig. 2.16 }}} & =\frac{3 \log _{7} N_{V}\left(\alpha_{N_{T}}+2 \alpha_{N_{S}}\right)}{3 \log _{3} N_{V}\left(\alpha_{N_{T}}+\alpha_{N_{S}}\right)}=\log _{7} 3 \times \frac{1+2\left(\alpha_{N_{S}} / \alpha_{N_{T}}\right)}{1+\left(\alpha_{N_{S}} / \alpha_{N_{T}}\right)} \\
& =0 / 5646 \times \frac{1+2\left(\alpha_{N_{S}} / \alpha_{N_{T}}\right)}{1+\left(\alpha_{N_{S}} / \alpha_{N_{T}}\right)} \tag{2.41}
\end{align*}
$$

If the above ratio is larger than unity, topology of Fig. 2.17 will be optimal. If it is smaller than unity, topology 2.16 will be optimal. This ratio depends on the ratio of $\alpha_{N_{s}} / \alpha_{N_{T}}$, and this in turn depends upon the tap-changer power and its voltage and the side (primary or secondary) of the placing taps. Equations 2.42 and 2.43 define range of the ratio $\alpha_{N_{s}} / \alpha_{N_{T}}$, in which the topologies of of Figs. 2.16 and 2.17 are optimal, respectively. Meanwhile, Fig. 2.18 presents the curve of the ratio of the cost functions.

$$
\begin{gather*}
0 / 5646 \times \frac{1+2\left(\alpha_{N_{S}} / \alpha_{N_{T}}\right)}{1+\left(\alpha_{N_{S}} / \alpha_{N_{T}}\right)}<1 \Rightarrow \frac{\alpha_{N_{S}}}{\alpha_{N_{T}}}<\frac{0 / 4354}{0 / 1292}=3 / 37  \tag{2.42}\\
0 / 5646 \times \frac{1+2\left(\alpha_{N_{S}} / \alpha_{N_{T}}\right)}{1+\left(\alpha_{N_{S}} / \alpha_{N_{T}}\right)}>1 \Rightarrow \frac{\alpha_{N_{S}}}{\alpha_{N_{T}}}>3 / 37 \tag{2.43}
\end{gather*}
$$



Fig. 2.18 Curve of ratio of cost functions of topologies of Figs. 2.16 and 2.17 versus $\alpha_{N s} / \alpha_{N_{T}}$ ratio

From Eqs. 2.42 and 2.43, it is concluded that if the cost of adding a switch is $<3.37$ times of the cost of adding a tap, then this is not necessary, the topology of Fig. 2.16 will be optimal based on the cost function $C_{3}$. If the cost of adding a switch is higher than 3.37 times of the cost of adding a tap, then the topology of Fig. 2.17 will be optimal again based on the cost function $C_{3}$.

### 2.6 Optimal Topology Considering Impact of Voltages and Currents of Switches

In this section the cost function is defined as such that it includes the impact of the voltages and currents of the switches. Of course, in all proposed topologies, the current of each tap-changer switches in connection will be identical with the rated current of the transformer; therefore, it is not necessary to consider the currents of the switches for comparison of different topologies. The following cost function includes the impacts of the voltages of the switches:

$$
\begin{equation*}
C_{4}=\alpha_{N_{T}} N_{T}+\alpha_{\mathrm{V}} \sum_{j=1}^{N_{S}} V_{j} \tag{2.44}
\end{equation*}
$$

Equation 2.44 assumes that the cost of each switch is linearly proportional with its voltage, and $\alpha_{v}$ is the related factor.

Before to calculate cost function $C_{3}$ for topology of Figs. 2.16 and 2.17, the peak voltage of the terminals of each switch is expressed in Fig. 2.19. In this figure, $V_{1}$ and $V_{2}$ are the rms voltages of the windings and it is assumed that at least one switch connects in each case.

Fig. 2.19 A typical tappedwinding with its switches



Fig. 2.20 Ratio of the two cost functions versus $\alpha_{N s} / \alpha_{N_{T}}$ for different $N_{V}$

Peak voltage at terminals of switch $S_{1}=\sqrt{ } 2\left(V_{1}+V_{2}\right)$
Peak voltage at terminals of switch $S_{2}=\sqrt{ } 2 \operatorname{Max}\left\{V_{1}+V_{2}\right\}$
Peak voltage at terminals of switch $S_{3}=\sqrt{ } 2\left(V_{1}+V_{2}\right)$
By this introduction, cost function $C_{4}$ is calculated for each of the topologies (Figs. 2.16 and 2.17) as follows:

$$
\begin{align*}
\left.C_{4}\right|_{\text {Topology of Fig. 2.16 }} & =3 \alpha_{N_{T}} \log _{7} N_{V}+\alpha_{V} \sum_{j=1}^{\log _{7} N_{V}}\left(2 \times 2 V_{\text {step }} V^{j-1}+4 \times 3 V_{\text {step }} V^{j-1}\right) \\
& =3 \alpha_{N_{T}} \log _{7} N_{V}+\alpha_{V} \times 16 V_{\text {step }}\left(\frac{N_{V}-1}{6}\right)  \tag{2.45}\\
\left.C_{4}\right|_{\text {Topology of Fig. 2.17 }} & =3 \alpha_{N_{T}} \log _{3} N_{V}+\alpha_{V} \sum_{j=1}^{\log _{3} N_{V}}\left(1 \times 1 V_{\text {step }} 3^{j-1}+2 \times 2 V_{\text {step }} 3^{j-1}\right) \\
& =3 \alpha_{N_{T}} \log _{3} N_{V}+\alpha_{V} \times 5 V_{\text {step }}\left(\frac{N_{V}-1}{2}\right) \tag{2.46}
\end{align*}
$$

Figure 2.20 shows the ratio of these two cost functions versus $\frac{\alpha_{N_{S}}}{\alpha_{N_{T}}}$ for different $N_{V}$. This curve indicates that if $\frac{\alpha_{V} V_{\text {step }}}{\alpha_{T}}<X$, topology of Fig. 2.16 will be optimal and if
$\frac{\alpha_{V} V_{\text {step }}}{\alpha_{T}}>X$, the suggested topology in Fig. 2.17 will be optimal from $C_{4}$ criterion point of view. $X$ depends on the value of $N_{V}$ and according to Fig. 2.20, for $N_{V}=25,50$ and $50, X$ is $1,0.6$ and 0.5 , respectively. It is noted that if even $\frac{\alpha_{V} V_{\text {step }}}{\alpha_{T}}>X$ is held, in the best conditions topology of Fig. 2.17 is $6 \%$ better than that topology of Fig. 2.16 from cost criterion $C_{4}$ point of view.
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# Chapter 3 <br> Bi-Directional Solid-State Switches in Full-Electronic Tap-Changer 

### 3.1 Introduction

The most important element in a full-electronic tap-changer is its solid-state switches. Since voltages and currents are AC, the switches used in electronic tapchanger must be bi-directional. Bi-directional switches are tolerable for the positive and negative voltages in the switch-off condition and passing the positive and negative currents in the switch-on conditions [1]. In this chapter realization of these switches is presented, static behavior and current commutation is explained.

### 3.2 Realization of Bi-Directional Switches

So far the solid-state device with full characteristic of a bi-directional switch has not been proposed; therefore a bi-directional switch must be realized by the combination of the solid-state switches. Figure 3.1 shows some samples of the possible cases to realize bi-directional switches.

In Fig. 3.1a, a bi-directional switch has been created by two anti-parallel thyristors. In the switch-off case, both thyristors are off, and the terminal voltage of the switch is tolerated by the thyristors in any direction. In the switch-on case, both thyristors are on and the current passes in both directions. Meanwhile, it is possible to control the current conduction direction. In this switch, there is no drop other than the thyristor drop in the switch-on condition, and this is the advantage of such a bi-directional switch because its losses in the on condition is identical with the losses in the switch-on condition of the thyristor. This arrangement for realization of a bi-directional switch is only possible by those switches that they can also stand the reverse blocking capability in the switch-off condition, so it is impossible to use switches such as MOSFET or IGBT.

Figure 3.1b presents realization of a bi-directional switch using a uni-directional switch (IGBT) and four diodes. In the switch-off condition, IGBT is off and

Fig. 3.1 Some samples of possible cases to realize bi-directional switches
(a)

the terminal voltage of the switch in any direction is applied to IGBT using four diodes (as positive). In the switch-on condition, IGBT will be on and the current in any direction will conduct in IGBT using four diodes (as positive). Positive directions of the voltage and current have been shown in Fig. 3.1b.

Since in this bi-directional switch only one solid-state switch has been used, its structure is simple and cost is low. On the other hand, the voltage drop of the switch in the switch-on condition is the sum of drop on IGBT switch and two diodes, therefore, the switch-on condition losses of this switch is large. In addition, the proposed switch has other drawback, it is impossible to control the direction of the current conduction; in other words, the current will conduct in any direction when IGBT is switch-on. In the proposed bi-directional switch, any other solid-state switch such as thyristor or MOSFET can be used instead of IGBT.

In Fig. 3.1c, a bi-directional switch has been created using two uni-directional switches (IGBT) and two diodes. In the switch-off condition, both IGBTs are off and the terminal voltage of the bi-directional switch is applied to $\mathrm{S}_{\mathrm{a}}$ or $\mathrm{S}_{\mathrm{b}}$, depending on its direction. In the switch-on condition, also both IGBTs will be on, and the current passes through $D_{b}, S_{a}$ of $D_{a}, S_{b}$ depending on its direction. In this switch, voltage drop in the switch-on condition consists of the drop at the terminal of the switch IGBT and one diode. In this arrangement the current direction can be controlled by switching-on any of the $\mathrm{S}_{\mathrm{a}}$ or $\mathrm{S}_{\mathrm{b}}$ switches.

Arrangement of Fig. 3.1d is similar to that of Fig. 3.1c. The difference is that in Fig. 3.1c the emitters of two switches $S_{a}$ and $S_{b}$ are connected to each other, while in Fig. 3.1d the above-mentioned switches have common collectors. This difference does not cause a basic discrepancy in the performance of two switches; only the number of the required isolated supplies for driving the switches can vary in different topologies.

Table 3.1 compares the characteristics of the bi-directional switches of Fig. 3.1 briefly.

Since there is a need for bi-directional fast switches to be able to control the current direction, bi-directional switch (Fig. 3.1c) is used. The bi-directional switch mentioned in the next sections is the above-mentioned arrangement.

Table 3.1 Comparison of characteristics of the bi-directional switches of Fig. 3.1

| Arrangement | No. of <br> switches | No. of <br> diodes | Switch-on <br> condition drop | Capability of <br> controlling <br> current direction | Possibility of using fast <br> switches such as IGBT <br> and MOSFET |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 3.1 a | 2 | 0 | Switch drop | + | - (only thyristor) |
| 3.1b | 1 | 4 | Switch <br> drop + drop <br> of 4 diodes | - | + |
| 3.1c | 2 | 2 | Switch <br> drop + diode <br> drop | + | + |

### 3.3 Switch-On Condition Losses in Bi-Directional Switches

In this section, the switch-on condition losses of a bi-directional switch, shown in Fig. 3.2, are calculated. Suppose the on condition voltage drop of diodes $D_{a}$ and $D_{b}$ are equal to $V_{2}$, and the switch-on condition voltage drop of switches $S_{a}$ and $S_{b}$ are equal to $\mathrm{V}_{\mathrm{CE}_{\text {sat }}}$, then the terminal voltage of the bi-directional switch is as follows:

$$
\mathrm{V}_{\mathrm{s}}=\left\{\begin{array}{cc}
\mathrm{V}_{\gamma}+\mathrm{V}_{\mathrm{CE}_{\mathrm{st}}}, & \mathrm{I}_{\mathrm{s}}>0  \tag{3.1}\\
0, & \mathrm{I}_{\mathrm{s}}=0 \\
-\left(\mathrm{V}_{\gamma}+\mathrm{V}_{\mathrm{CE}_{\mathrm{sat}}}\right), & \mathrm{I}_{\mathrm{s}}<0
\end{array}\right.
$$

So, the switch-on condition losses of the bi-directional switch for periodic current $I_{s}$ is as follows:

$$
\begin{equation*}
P_{\mathrm{on}}=\frac{1}{T} \int_{T}\left(V_{\gamma}+V_{C E_{\text {sat }}}\right)\left|I_{s}\right| \mathrm{d} t \tag{3.2}
\end{equation*}
$$

Fig. 3.2 A bi-directional switch used for calculation of on condition losses

where $T$ is the period of current $I_{s}$. For the sinusoidal current of $\left(I_{S}=I_{S M} \sin \frac{2 \pi}{T} t\right)$, Eq. 3.2 is simplified as follows:

$$
\begin{align*}
P_{\mathrm{on}} & =\frac{1}{T} \int_{0}^{T}\left(V_{\gamma}+V_{\mathrm{CE}_{\mathrm{sat}}}\right)\left|I_{S}\right| \mathrm{d} t=\frac{2\left(V_{\gamma}+V_{\mathrm{CE}_{\mathrm{sat}}}\right)}{T} I_{S M} \int_{0}^{\frac{T}{2}} \sin \left(\frac{2 \pi}{T} t\right) \mathrm{d} t \\
& =\frac{2\left(V_{\gamma}+V_{\mathrm{CE}_{\mathrm{sat}}}\right)}{T} I_{S M} \times \frac{T}{\pi}=\frac{2\left(V_{\gamma}+V_{\mathrm{CE}_{\mathrm{sat}}}\right) I_{S M}}{\pi} \tag{3.3}
\end{align*}
$$

If the number of the bi-directional switches in the current path of the electronic tap-changer is shown by $n$ (bi-directional switches are assumed identical) and the rated voltage of the transformer in the tap-changers side is shown by $\mathrm{V}_{n}$, efficiency of the electronic tap-changer is as follows:

$$
\begin{equation*}
\eta=1-\frac{\frac{2\left(V_{\gamma}+V_{\mathrm{CE}_{\mathrm{sta}}}\right) I_{\mathrm{sM}}}{\pi} \times n}{V_{n} \frac{I_{\mathrm{SM}}}{\sqrt{2}}}=1-0.9 \times \frac{\left(V_{\gamma}+V_{\mathrm{CE}_{\mathrm{sat}}}\right)}{V_{n}} \times n \tag{3.4}
\end{equation*}
$$

It is noted that this efficiency has been obtained considering only the losses in the electronic tap-changer due to the drop of the switches for switch-on condition. If other losses such as winding and core losses of transformer as well as switching losses of the tap-changer switches are taken into account, efficiency will be lower. Suppose, there are six bi-directional switches in the current path of the electronic tap-changer, the related $V_{\mathrm{CE}_{\text {sat }}}+V_{\gamma}$ is 4 V , and tap-changer switches are in the 20 kV side (rated voltage), based on Eq. 3.4, the efficiency will be $99.89 \%$ which is very desirable.

### 3.4 Current Commutation Between Bi-Directional Switches

Current commutation between the bi-directional switches is more difficult than that of the uni-directional switches in the base of the voltage source inverters; the reason is that there is not an idle path in the first one [1]. To explain this, a simple tap-changer of Fig. 3.3 is considered. In this figure bi-directional switches $S_{1}$ and $S_{2}$ make it possible to select tap number 1 and tap number 2 respectively. Suppose switch $S_{1}$ is on and switch $S_{2}$ is off; then, the load current transferred to the primary passes to switch $S_{1}$. Now consider the moment that switch $S_{1}$ is off and switch $S_{2}$ is on. At such a moment, if first switch $S_{1}$ is off and after a short deadtime the small switch " $S_{2}$ " is on, both switches will be off in the dead-time period; this not only causes the disconnection of the load current path and probably large increase of the voltage, but in the switch-off period of both switches of $S_{1}$ and $S_{2}$, the applied voltage will be equivalent to the total line voltage ( $V_{\text {in }}$ ); however, if one of these two switches is on, the applied voltage on them will be limited and there is no need to stand the total line voltage.

Fig. 3.3 Simple structure of tap-changer with two bi-directional switches $S_{1}$ and $\mathrm{S}_{2}$ for explanation of requirements of switching during commutation between currents of two switches


To transfer from tap 1 to tap 2, first switch $S_{1}$ is on and after a short over-lap time, switch $S_{1}$ is off. During the over-lap time both switches will be on and this means the short circuit of the tap. This causes large short circuit currents and can damage the winding of the transformer or switches $S_{1}$ and $S_{2}$. Therefore, during the current commutation between switches $S_{1}$ and $S_{2}$ cannot put dead-time similar to the switches commutation in the voltage source inverter or have over-lap time similar for switches commutation in the current source inverter [2]. On the other hand, the switch-on or off time of a solid-state switch is not zero; in other words, the switch-on and off process is not instantaneous, so cannot at the same time switch-off one switch and on the other one. Therefore, the current commutation between the bi-directional switches needs paying a specific attention and control. So, the commutation requirements in the bi-directional switches can be summarized as follows:
(a) Both switches must not be off simultaneously; this means closing the current path and creating large voltages.
(b) Both switches must not be on; this means short circuiting of the taps and generating high circulating currents.

There are two basic methods to switch the switches for the correct current commutation between the bi-directional switches. The first method is based on the measurement of current direction, and the second method is based on the measurement of the terminal voltages of the switches. These two commutation methods are described in the next sections.

### 3.5 Commutation Based on Current Direction

In this method of commutation, the direction of passing current in the bi-directional switches is controlled. To explain this method a simple circuit of Fig. 3.4 is considered.

In this circuit, each bi-directional switch is connected to the voltage source and load is considered as a current source. If bi-directional switch $S_{1}$ is on, voltage

Fig. 3.4 Simple circuit to explain commutation based on current direction

source $\mathrm{V}_{1}$, and if bi-directional $\mathrm{S}_{2}$ is on, voltage source $\mathrm{V}_{2}$ is applied to the load. To explain the commutation method based on the current, it is assumed that bi-directional switch $S_{1}$ is already on and decided to transfer the load current from that switch to the bi-directional switch $\mathrm{S}_{2}$. Meanwhile, the load current at the commutation time is assumed in the same direction shown in Fig. 3.4. When bi-directional switch $S_{1}$ is on, it means that both $S_{1 a}$ and $S_{1 b}$ are switch-on to be able to pass the load current in both directions. The following stages are followed during commutation:

Stage 1. Direction of load current is detected by a suitable detector. Therefore, it is determined that which of two switches $S_{1 b}$ and $S_{2 b}$ actually carries the load current. If the load current direction corresponds with the direction shown in Fig. 3.4, $\mathrm{S}_{1 \mathrm{a}}$ will carry the current and if the load current direction is opposite to the above-mentioned, $S_{1 b}$ will carry the current. Since it is assumed that the load current corresponds to the direction shown in Fig. 3.4, switch $S_{1 \mathrm{a}}$ carries the load current.
Stage 2. In bi-directional switch, $\mathrm{S}_{1}$ is the switch that does not carry the load current $\left(\mathrm{S}_{1 \mathrm{~b}}\right)$ and is off; this does not have any impact on the position of the current of switches.
Stage 3. In bi-directional switch $\mathrm{S}_{2}$ is a switch that finally carries the load current ( $\mathrm{S}_{2 \mathrm{a}}$ ), and it is switch-on.
Stage 4. In bi-directional switch $\mathrm{S}_{1}$, the switch carrying the current $\left(\mathrm{S}_{1 \mathrm{a}}\right)$ is off. Exchange of the load current from switch $S_{1 a}$ to $S_{2 a}$ is done in stage 3 or stage 4. This depends on the amplitudes of voltage sources $V_{1}$ and $V_{2}$ in the commutation time. If at the commutation time amplitude of voltage source $V_{1}$ is less than that of $V_{2}$, diode $D_{1 a}$ is inversely biased by switching on switch $S_{2 a}$; therefore, current will transfer from $S_{1 a}$ to $S_{2 a}$ (in stage 3), and if at the commutation time the amplitude of voltage source $V_{1}$ is higher than that of $V_{2}$, diode $\mathrm{D}_{2 \mathrm{a}}$ will be inversely biased by switching on switch $\mathrm{S}_{2 \mathrm{a}}$. So, current will not be transferred to switch $S_{2 a}$ until switch $S_{1 a}$ is off (stage 4) [3].


Fig. 3.5 Time diagram for commutation between two bi-directional switches based on current direction

Stage 5. Finally, switch $\mathrm{S}_{2 \mathrm{~b}}$ will be on and bi-directional switch $\mathrm{S}_{2}$ will be ready to pass the current in both directions. Time diagram of the mentioned stages have been shown in Fig. 3.5. Delay time between the different stages is specified considering the on and off times of the switches.

Of course, in the commutation method based on the current direction, (the current direction is always known) only the carrying current switches are on and off, in this case, stages 4 and 5 are eliminated from the mentioned stages and commutation is practically done in two stages.

If in the commutation method based on the current direction, the current direction is wrong or current direction changes during commutation stages, commutation will not be done correctly and large over-voltages and also damage of the switches are expected. To prevent this, some methods can be recommended [4].

### 3.6 Commutation Based on Voltage Amplitude

Contrary to the previous method, in commutation method based on the voltage amplitude, knowledge of the current direction is not necessary, but amplitudes of voltage sources $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$ are important. The commutation stages are designed based on the larger amplitude of $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$. First assume that the amplitude of voltage source $\mathrm{V}_{1}$ is larger than that of $\mathrm{V}_{2}$ at the commutation instant, and it is decided that bi-directional switch $S_{1}$ which was already on, is off and switch $S_{2}$ is on. To do this, the following stages are followed.

Stage 1. Switch $\mathrm{S}_{2 \mathrm{a}}$ is on. Since $\mathrm{V}_{1}$ is larger than $\mathrm{V}_{2}$, when switch $\mathrm{S}_{2 \mathrm{a}}$ is on, there will be no short circuit of the input voltage sources.

Fig. 3.6 Time diagram for current commutation from bi-directional switch $S_{1}$ to bi-directional switch $S_{2}$ based on amplitude of voltage in case of $\mathrm{V}_{1}>\mathrm{V}_{2}$


Stage 2. Switch $\mathrm{S}_{1 \mathrm{a}}$ is off. If the direction of the current corresponds to that presented in Fig. 3.4, at this moment the current will transfer from switch $\mathrm{S}_{2 \mathrm{a}}$ to switch $\mathrm{S}_{2 \mathrm{a}}$.
Stage 3. Switch $\mathrm{S}_{2 \mathrm{~b}}$ is on. Since switch $\mathrm{S}_{1 \mathrm{a}}$ was off in the previous stage, when switch $S_{2 b}$ is on, there is the risk of short circuit. If direction of the current is opposite to the presented direction in Fig. 3.4, when switch $S_{2 b}$ is on, an inverse voltage will be applied to $\mathrm{D}_{1 \mathrm{~b}}$. Thus, the current will be transferred from $S_{1 b}$ to $S_{2 b}$.
Stage 4. Switch $\mathrm{S}_{1 \mathrm{~b}}$ will be on. Time diagram of the mentioned stages is shown in Fig. 3.6. Thus stages of the current commutation from bi-directional switch $\mathrm{S}_{1}$ to bi-directional switch $S_{2}$ is ended, and it is noted that this method is not sensitive to the direction of the load current.

Stages of current commutation from bi-directional switch $\mathrm{S}_{1}$ to bi-directional switch $S_{2}$ when $V_{1}<V_{2}$ are briefly as follows:

Stage 1. Switch $\mathrm{S}_{2 \mathrm{~b}}$ is on.
Stage 2. Switch $\mathrm{S}_{2 \mathrm{~b}}$ is off.
Stage 3. Switch $\mathrm{S}_{2 \mathrm{a}}$ is on.
Stage 4. Switch $\mathrm{S}_{1 \mathrm{a}}$ is off.
Time diagram of the above stages have been shown in Fig. 3.7.
It is noted that contrary to the commutation method based on the current direction, in this commutation method if the current direction changes in the commutation stages, there will be no risk because the method is not basically sensitive to the current direction and there is always passing path for current in both directions. This is clearer referring to time diagram of 3.6 and 3.7. It is seen that in any stage of the commutation stages, at least one of two switches $S_{1 \mathrm{a}}$ or $S_{2 \mathrm{a}}$, and also at least one of switch $S_{1 b}$ or $S_{2 b}$ is on. This means that there is a path for the current in both directions.

Fig. 3.7 Time diagram for current commutation from bidirectional switch $S_{1}$ to bidirectional switch $S_{2}$ based on amplitude of voltage in case of $\mathrm{V}_{1}<\mathrm{V}_{2}$


Table 3.2 Comparison of two commutation methods based on voltage and current direction

| No. | Commutation method | Current sensor | Sensitive to current direction during commutation | Short circuit risk due to measurement error | Require stages in commutation |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Current direction | Exist | Yes | Exist | 4 stages can be reduced to 2 |
| 2 | Voltage amplitude | Non-exist | No | Non-exist | 4 stages |

Of course, if measured voltages $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$ are wrong, or detection of larger voltage is incorrect or sign of voltage $\mathrm{V}_{1}-\mathrm{V}_{2}$ changes during commutation stages, short circuit will be possible. Since these errors or sign changing occur in small voltages and basically in those voltages, voltage difference of taps is even less than that of the conduction threshold of the switches, no short circuit current is created.

Table 3.2 compares the specifications of the two commutation methods briefly. It is seen that commutation method based on the voltage is more safe and simpler compared to the commutation method based on the current direction.

### 3.7 Commutation of Current Between Bi-Directional Switches in Electronic Tap-Changer

So far, current commutation between the bi-directional switches has been based on a simple circuit of Fig. 3.4. The situation differs in an electronic tap-changer due to existing leakage inductance [5]. Figure 3.8 shows the equivalent circuit of tappedwinding of a tap-changer with two taps.

Fig. 3.8 Equivalent circuit of tapped-winding of a tap-changer with two taps


Current commutation between switches $S_{1}$ and $S_{2}$ have more losses and overvoltage due to tap winding leakage inductance $\mathrm{L}_{1 \mathrm{t}}$. To clarify this, the current commutation stages based on the current direction is described for circuit presented in Fig. 3.8. Suppose that the direction of the load current is as shown in Fig. 3.8 and its value $\mathrm{V}_{1}$ is positive at the commutation instant. The following stages are for commutation.

Stage 1. Switch $\mathrm{S}_{1 \mathrm{~b}}$ is off. This does not change the current pass, and the current still passes through switch $S_{1 a}$ and diode $D_{1 a}$.
Stage 2. Switch $\mathrm{S}_{2 \mathrm{a}}$ is on. In this stage $\mathrm{V}_{1}$ is positive and applied voltage on diode $D_{2 a}$ will be inverted and thus the load current from switch $S_{2 a}$ will not be transferred.
Stage 3. Switch $\mathrm{S}_{1 \mathrm{a}}$ is off. Zero gate command of switch $\mathrm{S}_{1 \mathrm{a}}$ diminishes the current of switch $S_{1 a}$ with slope $\alpha$ (which depends on the specifications of the switch). In this case, the remaining current of $I_{L}$ passes through switch $S_{2 a}$, diode $D_{2 a}$ and inductance $\mathrm{L}_{1 \mathrm{t}}$. So, switch-on voltage of $\mathrm{S}_{1 \mathrm{a}}$ at the off-time is obtained as follows:

$$
\begin{equation*}
\mathrm{V}_{\mathrm{S}_{\mathrm{la}}}=\mathrm{V}_{1}+\mathrm{L}_{\mathrm{l}_{\mathrm{t}}} \alpha \tag{3.5}
\end{equation*}
$$

It is seen that voltage of switch $S_{1 a}$ at the off-time is larger than $V_{1}$ by $L_{1 t} \alpha$, and this seriously increases the losses of switch $\mathrm{S}_{1 \mathrm{a}}$ at its off-time. It also may damage switch $\mathrm{S}_{1 \mathrm{a}}$. Figure 3.9 shows the voltage and current of the circuit.

Stage 4. Switch $\mathrm{S}_{2 \mathrm{~b}}$ is on. Thus, bi-directional switch $\mathrm{S}_{2}$ is ready to pass the current in both directions.

Certainly, larger value of $\mathrm{L}_{1 \mathrm{t}}$ will generate larger over-voltages. The simplest method to solve this problem is the use of a snubber capacitor at the terminals of tap (Fig. 3.10). This capacitor does not allow creating large over-voltage. Selection procedure for this capacitor is presented in Sect. 3.8.


Fig. 3.9 Voltage and current waveforms of switches during stage 3 from commutation based of current direction assuming $\mathrm{V}_{1}>0$

Fig. 3.10 Snubber capacitor placement for compensating over-voltages due to leakage inductance $\mathrm{L}_{1 \mathrm{t}}$


### 3.8 Design of Snubber Capacitor at Terminal of Electronic Tap-Changer

Snubber capacitor $C$ can be placed between the two taps and solves the problem of large over-voltages due to the leakage inductance $\mathrm{L}_{1 \mathrm{t}}$. In this section, performance of this capacitor is more precisely studied and required equations for designing this

Fig. 3.11 Equivalent circuit of Fig. 3.10 during commutation from switch $S_{1}$ to switch $S_{2}$

capacitance are introduced. It is assumed that the time constants due to the circuit elements are very longer than that of the off-time of switch $\mathrm{S}_{1 \mathrm{a}}$, but is very shorter than that of the industrial electricity period. By this assumption, equivalent circuit of Fig. 3.10 during commutation can be replaced by Fig. 3.11. The initial conditions in this circuit are as follows:

$$
\begin{align*}
I_{1 t}(0) & =0 \\
V_{\mathrm{C}}(0) & =V_{1} \tag{3.6}
\end{align*}
$$

If in equivalent circuit of Fig. 3.11, the parasitic resistors and switches drops are neglected, it can be easily shown that the voltage and snubber capacitance follows the following relationship:

$$
\begin{equation*}
V_{C}=V_{1}+\sqrt{\frac{L_{l_{t}}}{C}} I_{L} \tag{3.7}
\end{equation*}
$$

So, in the presence of capacitor C, the over-voltage of $\sqrt{\frac{L_{t}}{C}} I_{L}$ is generated. By increasing the capacitance, this over-voltage is limited to the proposed value; for instance, for $\mathrm{L}_{1 \mathrm{t}}=200 \mu \mathrm{H}$, peak load current 40 A , maximum permissible voltage of 200 V , snubber capacitor C must be $8 \mu \mathrm{~F}$. By this capacitance, and assuming 500 ns commutation stages period, total load current passing through this capacitor during commutation is 40 A , only 2.5 V charges the capacitor during commutation period and this confirms the constant voltage of capacitor C during commutation period.

### 3.9 Switching Losses in Bi-Directional Switches

Switching losses of switches during the commutation stages are analyzed in this section. The time of starting the current commutation from switch $S_{1}$ to switch $S_{2}$ in Fig. 3.4 is summarized as follows:
(I) If $I_{\mathrm{L}}>0\left\{\begin{array}{l}\text { If } V_{1}-V_{2}<0 \text { then at the on-time of switch } \mathrm{S}_{2 \mathrm{a}} \text { commutaion occurs (stage 3). } \\ \left\{\text { If } V_{1}-V_{2}>0 \text { then at off-time of switch } \mathrm{S}_{1 \mathrm{a}} \text { commutation occurs (stage 4). }\right.\end{array}\right.$
(II) If $I_{\mathrm{L}}<0\left\{\begin{array}{l}\text { If } V_{1}-V_{2}<0 \text { then at the off-time of switch } \mathrm{S}_{\text {lb }} \text { commutaion occurs (stage 4). } \\ \left\{\text { If } V_{1}-V_{2}>0 \text { then at on-time of switch } \mathrm{S}_{2 \mathrm{~b}} \text { commutation occurs (stage 3). }\right.\end{array}\right.$

The losses of each switches can be evaluated in different cases. Here, only the losses of switches are considered due to their similarity.

Figure 3.12 shows the voltage and current of each switch during commutation period for $\mathrm{V}_{1}-\mathrm{V}_{2}<0$. As seen in these conditions, commutation is carried out practically between diode $\mathrm{D}_{1 \mathrm{a}}$ and $\mathrm{S}_{2 \mathrm{a}}$. In this case, switch on of $\mathrm{S}_{2 \mathrm{a}}$ has slight losses due to the short period of the off-time of diode $D_{10}$. However, switch $S_{1 a}$ is off in ZCS and lossless conditions.

Figure 3.13, shows the voltage and current of each switch during commutation period for $V_{1}-V_{2}>0$. In this case, the switch off of $S_{1 \mathrm{a}}$ has considerable losses, but switch $\mathrm{S}_{2 \mathrm{a}}$ is in lossless conditions of ZCS.

Comparison of waveforms 3.12 and 3.13 indicates that the switching losses in the case of $V_{1}-V_{2}<0$ (for $I_{L}>0$ ) is less than the case $V_{1}-V_{2}>0$. The reason is that in the first case commutation is done between diode $\mathrm{D}_{1 \mathrm{a}}$ and switch $\mathrm{S}_{2 \mathrm{a}}$, and it has slight losses due to short period of this process; but in the second case, commutation is between $S_{1 a}$ and $S_{2 a}$ and in fact during off-time of switch $S_{1 a}$, this switch has to suffer voltage $V_{1}-V_{2}$, thus losses in this case is larger than the


Fig. 3.12 Voltage and current waveforms of switches during commutation period for $\mathrm{V}_{1}-$ $\mathrm{V}_{2}<0$


Fig. 3.13 Voltage and current waveforms of switches during commutation period for $\mathrm{V}_{1}-$ $\mathrm{V}_{2}>0$
previous case. Since both the first and second cases takes $50 \%$ of period, this commutation method is called semi-soft current commutation [4]. Of course, realization of the soft switching methods have been also suggested for switching bi-directional switches [6-8], but these techniques lead to a highly complicated circuit and only is used in special applications.

If in electronic tap-changer the permissible instants of switches position change is limited to the zero current crossing instants, not only the switching losses tend to zero, but over-voltages due to the leakage inductances will be largely reduced, so snubber capacitors will be required. The only problem with method is the limitation of the permissible instants of the changing the switches position that can create maximum a half cycle of the industrial power system delay in the tap-changer operation. If PWM is not used, this situation is fully acceptable [ 9,10 ].

### 3.10 Modulation of Switches in Electronic Tap-Changer

There are four modulation methods for modulation of electronic tap-changer switches for controlling output voltage. These methods are described in the following parts.

### 3.10.1 Phase Control Modulation

As shown in Fig. 3.14, in this type of modulation, over a part of a cycle, a tap is connected to the output and in the remaining cycle other tap is connected, and by controlling each tap (time $\alpha$ in Fig. 3.14) the rms value of the output voltage can be controlled. Although in this method the output voltage can be continuously controlled by adjusting $\alpha$, the basic drawback of this method is generating low frequency harmonics in the output that is undesirable in most cases.

### 3.10.2 Discredited Cycle Modulation

In this type of modulation, over one repetitive cycle equivalent with N cycles of electrical supply, $M$ cycles of a tap is connected to the output, and N-M remaining cycles of the tap is connected. In this modulation method, the rms value of the output voltage can be adjusted. Figure 3.15 shows a typical output waveform of this modulation method. This method is unable to provide continuous output voltage and produces flicker. The advantage of this method is that without adding tap in transformer, it is possible to generate rms voltages between the taps voltage.

### 3.10.3 Pulse Width Modulation

In this type of modulation, the attempt is made to adjust and control the output voltage instantaneously by changing the taps in high frequency. A typical output waveform using this modulation method has been shown in Fig. 3.16. This method

Fig. 3.14 Output waveform in phase control modulation method


Fig. 3.15 Output waveform in discredited cycle modulation method

Fig. 3.16 Output waveform in pulse width modulation method


Table 3.3 Comparison of different modulation methods in electronic tap-changer

| No. | Modulation <br> method | Extra harmonic <br> in output | Voltage <br> adjustment | Modification <br> of voltage <br> waveform | Switching <br> losses |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | Phase control | Low frequency | Continuous | No | Average |
| 2 | Discredited pulse | Low frequency | Discredit | No | Average |
| 3 | Pulse width | High frequency | Continuous | Yes | High |
| 4 | No modulation | No harmonic | Discredit | No | Low |

method is similar to the mechanical tap-changers. In this book the mentioned method is used to adjust the output voltage. Table 3.3 compares specifications of the four above-mentioned methods.
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# Chapter 4 <br> Design of Controller of Full-Electronic Tap-Changer for Output Voltage Regulation 

### 4.1 Introduction

In most cases, the main goal for application of tap-changer system is adjusting and regulating the amplitude of output voltage. In these cases, the main responsibility of controller in the tap-changer system is minimization of the voltage amplitude deviation (rising and falling of voltage) in respect to the reference voltage at a point technically called regulation bus. This bus can be far from the secondary of transformer. In other words, the main aim of the controller is keeping the voltage amplitude at regulation bus in a defined range [1].

In addition to the above-mentioned main duty, in some events such as over load, output short circuit, input transient, over-voltages and fault of tap-changer, it is the duty of a tap-changer system to control those events and to adopt necessary decision for protecting the tap-changer system and also its connected loads.

The responsibilities that mentioned above for the tap-changer control system, are true for any tap-changer systems concerning all mechanical and electronic versions. However, taking into account the existing basic differences between the capabilities and also characteristics of the mechanical tap-changers and electronic tap-changers, there must be also some differences between their controllers. If the conventional controllers of mechanical tap-changers are used in the electronic tapchanger, many of capabilities and characteristics of the electronic tap-changer will not be realized.

By quick review of the differences in specifications of tap changing process in the mechanical tap-changers and electronic tap-changers, the vital differences in their controllers will be proposed in Sect. 4.2. Conventional controller used in the mechanical tap-changers is reviewed in Sect. 4.3. To do this, first the elements of the mechanical tap-changer system is modeled. Then, the relevant controller is propounded. By applying some modifications in the conventional controller of the mechanical tap-changers, the general structure of the electronic tap-changer
controller is obtained in Sects. 4.4 and 4.5. Section 4.6 presents the simulation results for electronic tap-changer with modified controller. Then, in Sect. 4.7, the electronic tap-changer will be systematically designed with completely novel glance. Simulation results will show the accuracy of every stage of the design. Finally, methods of the fast measurement of the voltage amplitude are discussed and compared, and finally the most appropriate method is selected.

### 4.2 Differences of Controller in Mechanical and Electronic Tap-Changers

Generally, tap changing process in the mechanical tap-changer is slow, non-continuous and step-by-step process. Non-continuous tap-changing process is a fundamental characteristic, and it originates from non-continuity nature of the voltage regulation using transformer taps changing and it is also true for the full-electronic tap-changers (of course, if high frequency modulation techniques are not used). Mechanical nature of the mechanical tap-changers results in a slow and step-bystep tap-changing process which is not the case in the electronic tap-changers. These differences in the characteristics of the mechanical and electronic tapchangers cause the following differences in the goals and responsibilities of the controllers of these two systems [2]:
(a) There is restriction in the numbers of permissible tap-changing in mechanical type, so reduction of the taps changing frequency is one of the controller aims, however, basically there is no such restriction in electronic tap-changer, and reduction of the taps changing frequency is not a part of the controller goals.
(b) In mechanical type, only tap changing from one position to its previous or next position is possible (step-by-step process). This is considered one of the controller limitations in these systems while there is no such limitation in electronic tap-changer, and it is possible to jump from the lowest tap to the topest tap, in any tap changing time.
(c) Essentially, tap changing process is slow in mechanical tap-changer, and there is no need to use advanced and fast detection algorithms to detect the rising and falling of the regulation bus voltage; averaging methods can be utilized over several cycles. However, in electronic tap-changers fast detection of voltage changes in the regulation bus is essential due to very fast tap changing; therefore, averaging method as slow methods cannot be applied. More explanations on the advanced voltage detection in the regulation bus will be presented in Sect. 4.8.
(d) In electronic tap-changer a memory is required to store the position of each switch for any output position due to the complicated taps and also tap-changer switches; however, there is no such need in the mechanical tap-changer.

### 4.3 Conventional Controller in Mechanical Tap-Changers

Figure 4.1 shows the block diagram of the mechanical tap-changer. This system consists of the following parts [1].
(a) Tapped-transformer.
(b) Motor drive unit and tap-changing mechanism.
(c) Current transformer (CT) and potential transformer (PT).
(d) Central control unit.
(e) Protection circuits.

The above-mentioned parts will be modeled in the following section.
Tapped-transformer voltage in the sinusoidal steady-state is as follows:

$$
\begin{equation*}
V_{2}=\frac{V_{1}}{a}-Z_{T}(a) I_{2} \tag{4.1}
\end{equation*}
$$

where $V_{1}, V_{2}$ and $\mathrm{I}_{2}$ are the primary voltage phasor, secondary voltage phasor and secondary (load) current phasor respectively. The ratio of the primary to the secondary turns of the transformer, $a$, is changed by changing the tap position. $Z_{\mathrm{T}}(\mathrm{a})$ is the sum of secondary referred series impedances of transformer which is naturally depends on $a$. Taps changing, changes $a$. If the taps are placed on the primary of the transformer and designed linearly, changing $a$ with tap-changing is represented as follows:

$$
\begin{equation*}
a=a_{0}+n \Delta a \tag{4.2}
\end{equation*}
$$

where $a_{0}$ is the ratio of the primary to secondary turns. $\Delta a$ is the change of $a$ in one step and $n$ is the number of tap position ( $n$ varies from $-n_{\text {Mac }}$ to $+n_{\text {Max }}$ ). The number of tap position changed as follows:

$$
\begin{equation*}
n_{(\mathrm{i})}=n_{(i-1)}+b_{(i)} \tag{4.3}
\end{equation*}
$$

Fig. 4.1 Block diagram of a mechanical tap-changer

where $b$ is the output signal of the motor drive unit and is -1 or 0 or 1 . Index $i$ means the present position and index $(i-1)$ is the previous position. Signal $b$ is in fact the output signal of the central control unit (c) which is applied to the tap changing mechanism after a time delay $\left(\mathrm{T}_{m}\right)$ due to the motor drive unit. Thus, $b$ can be written as follows:

$$
\begin{equation*}
b(t)=c\left(t, T_{m}\right) \tag{4.4}
\end{equation*}
$$

If regulating bus is far from the secondary of transformer, the transmission line drop is modeled as follows:

$$
\begin{equation*}
V_{2 m}=V_{2}-I_{2} Z_{C} \tag{4.5}
\end{equation*}
$$

where $V_{2 m}$ is the regulation bus voltage phasor, $Z_{C}$ is the transmission line impedance between the secondary of transformer and regulation bus. Amplitude of voltage $V_{2 m}$ is compared with the reference voltage $\left(V_{2 \mathrm{r}}\right)$ and the difference $(\Delta V)$ provides the main data for central control unit to determine c :

$$
\begin{equation*}
\Delta V=V_{2 r}-\left|V_{2 m}\right| \tag{4.6}
\end{equation*}
$$

Figure 4.2 indicates that the conventional controller system is a bang-bang controller and selects c based on the value of $\Delta V$, and applied to the tap-changer system after a $T_{d}$ delay [3, 4]. $T_{d}$ delay is not a constant delay, but it is decreased by increasing $\Delta V$. Figure 4.3 demonstrates the variations of $T_{d}$ versus $\Delta V$. In Fig. 4.3, vertical and horizontal axes have been normalized versus DB and $T_{d 0}$ (constant values) respectively. DB is a dead-band ( DB ) distance and if $\Delta V$ is less than this value, tap-changing command will not be issued. DB is determined based on the value of $\Delta a$. If this dead-band is taken too small, the closed-loop control circuit will be instable, and if it is selected too large, accuracy of the bus voltage regulation will be decreased. $T_{d 0}$ also is selected based on the tap-changer system delay and delay due to the measurement of $\left|V_{2 m}\right|$. If $T_{d 0}$ is not precisely set, the control loop oscillates and/or the control system becomes too slow.


Fig. 4.2 Conventional controller of mechanical tap-changer for voltage regulation in regulation bus

Fig. 4.3 Variations of $T_{d}$ versus $\Delta V$


### 4.4 Modification of Conventional Controller for Electronic Tap-Changer

A straightforward method for designing a control system in electronic tap-changer is that the conventional controller used in the mechanical tap-changers is used as base; then, this controller is modified based on the requirements of the electronic and mechanical tap-changers. Figure 4.4 presents such modified controller.

The applied modifications in this controller are as follows:
(a) Changing block of measuring and calculating the rms value to the block of measuring and calculating rms instantaneous value.
(b) Changing DB and saturation block to DB block.
(c) Changing delay block to compensating block (generally compensator may not be a simple delay).
(d) Adding a quantizer block, sampling and storing block, detecting zero crossing block and look-up table.

The above-mentioned items are described in the following section.


Fig. 4.4 Electronic tap-changer controller based on the modification of conventional controller used in mechanical tap-changer

### 4.4.1 Changing Block of Measuring and Calculating the rms Value to the Block of Measuring and Calculating rms Instantaneous Value

Figure 4.5 is used to measure the rms voltage of the regulation bus in a mechanical tap-changer. First signal $V_{2 m}(t)$ is multiplied to itself, then, it is passed through a low-pass filter. This low-pass filter is designed as such that the harmonic with frequency of 100 Hz and higher in signal $V_{2 m}^{2}(t)$ are deleted and its DC component is extracted. To do this, 3 dB frequency of the mentioned filter must be selected smaller than 0.1 times of 100 Hz . In other words, the following relationship must be held:

$$
\begin{equation*}
\frac{a}{2 \pi} \leq 0 / 1 \times 100=10 \tag{4.7}
\end{equation*}
$$

Since the proposed low-pass filter generates a delay around 4 times of the time constant for DC component, if (4.7) is satisfied, the following relationship is deduced:

Delay of low-pass filter for DC component $=4 \times$ filter time constant

$$
\begin{equation*}
=4 \times \frac{2 \pi}{a} \geq 0.4 s \tag{4.8}
\end{equation*}
$$

It means that the minimum low-pass filter delay is equal to 0.4 s or 20 cycle of the public electricity supply frequency. Since tap-changing in the mechanical tapchanger is a slow process, this delay cannot create problem in mechanical tapchanger system, but there need on-time and fast measurement of rms value of the regulation bus voltage in the electronic tap-changer because tap-changing in this tap-changer is very fast. Therefore, concept of averaging rms value of the voltage cannot be used. One of the best substitutions for the rms value of voltage is rms of instantaneous voltage value. Figure 4.6 presents the block diagram of this method.

Considering Fig. 4.6, rms of instantaneous voltage value is as follows:

$$
\begin{equation*}
V_{2 m_{m s s}}(t)=\sqrt{\frac{1}{T} \int_{0}^{t}\left[V_{2 m}^{2}\left(t^{\prime}\right)-V_{2 m}^{2}\left(t^{\prime}-T\right)\right] d t^{\prime}}=\sqrt{\frac{1}{T} \int_{t-T}^{t} V_{2 m}^{2}\left(t^{\prime}\right) d t^{\prime}} \tag{4.9}
\end{equation*}
$$

where $T$ is the repetition period of signal $V_{2 m}^{2}(t)$ and equal to an half of period of public electricity supply ( 10 ms ). Rms of the instantaneous voltage is a very useful quantity in the electronic tap-changer. This quantity contains the data of an half


Fig. 4.5 Block diagram of rms voltage of regulation bus in a mechanical tap-changer


Fig. 4.6 Block diagram of measuring system of instantaneous voltage of regulation bus in an electronic tap-changer
cycle of the waveform and it measures the variations of the amplitude of output voltage in maximum of 10 ms .

### 4.4.2 Changing DB and Saturation Block to DB Block

There is a dead-band after calculation of $\Delta V$ due to the inherent limitation of the tap-changer and non-continuity of the system, and this dead-band is always necessary. In the mechanical tap-changer, it is only allowed to change a tap to one higher or lower tap, and $\Delta V$ goes to saturation block with values of -1 and +1 after passing dead-band block. However, in the electronic tap-changer it is possible to jump between the taps and there is basically no such saturation block.

### 4.4.3 Changing Delay Block to Compensating Block

On contrary to the mechanical tap-changer, the electronic tap-changers are fast system. Therefore, the compensator used in the electronic tap-changer must be designed more precisely such that it satisfies the control loop requirements and also does not slow down the system. Thus, in this system a general delay block is used in place of the delay; the latter is a particular type of compensator. The stages of compensator block design will be discussed in Sect. 4.6.

### 4.4.4 Adding a Quantizer Block, Sampling and Storing Block, Detecting Zero Crossing Block and Look-Up Table

Since the tap order number is an integer, quantizer block must be added. The range of the output quantizer block is between the maximum $\left(+n_{\text {max }}\right)$ and minimum $\left(-n_{\max }\right)$ tap order number. The sampling and storing blocks and also zero-crossing detector are used in order to allow the tap-changing at the zero-crossing instants.

The reason for the existing lookup table block is that any row of the tap number corresponds with a particular position of the switches of the electronic tap-changer, and these positions of switches have been already stored in the memories of the lookup table block for further use.

### 4.5 Selection of Parameters in Modified Controller

Procedure for selecting the controller parameters of Fig. 4.4 is proposed in the following sub-sections.

### 4.5.1 Selection of DB

Tap-changer system is basically a non-continuous system for controlling the output voltage; thus, such a system cannot necessarily tends $\Delta V$ error to zero, and this the reason to have DB . So in order to select DB , the maximum error of $\Delta V$ must be calculated. To do so, first regulation steps $V_{2}$ must be calculated. Regulation step $V_{2}\left(V_{2 \text { step }}\right)$ obtained by changing an order in tap number is given as follows:

$$
\begin{equation*}
V_{2 \text { step }}=\left|\frac{V_{1}}{a_{0}+n_{1} \Delta a}-\frac{V_{1}}{a_{0}+\left(n_{1}+1\right) \Delta a}\right| \cong \frac{V_{1}}{a_{0}} \times \frac{\Delta a / a_{0}}{1+\left(2 n_{1}+1\right) \Delta a / a_{0}} \tag{4.10}
\end{equation*}
$$

where the change of $I_{2}$ as a result of changing a number in tap has been ignored. In Eq. 4.10, $n_{1}$ is the tap order number $\left(-\mathrm{n}_{\max } \leq \mathrm{n}_{1} \leq n_{\max }\right)$. The peak value of $V_{2 \text { step }}$ is obtained for maximum value of $V_{1}$ and minimum $n_{1}$. Thus, the peak value of $V_{2 \text { step }}$ is as follows:

$$
\begin{equation*}
V_{2 \operatorname{step}_{\max }}=\frac{V_{1 \max }}{a_{0}} \times \frac{\frac{\Delta a}{a_{0}}}{1+\left(-2 n_{\max }+1\right) \frac{\Delta a}{a_{0}}} \tag{4.11}
\end{equation*}
$$

If the controller system is designed as such that DB be a constant parameter, then DB must be selected to satisfy the following inequality:

$$
\begin{equation*}
2 D B>V_{2 \text { step }_{\max }} \tag{4.12}
\end{equation*}
$$

If parameter DB is taken to be a variable, then depending on the values of $V_{1}$ and $n_{1}$, it can be calculated satisfying the following inequality:

$$
\begin{equation*}
2 D B>V_{2 \text { step }}=\left|\frac{V_{1}}{a_{0}+\Delta a\left(n_{1}\right)}-\frac{V_{1}}{a_{0}+\Delta a\left(n_{1}+1\right)}\right| \tag{4.13}
\end{equation*}
$$

It is noted that if i in determination of DB inequality (4.12) or (4.13) is not followed, the control loop will be oscillatory.

### 4.5.2 Selection of Parameters of Quantizer Block

Figure 4.7 shows the input-output characteristic of the quantizer block. In fact output of the block is the tap order number. Non-continuity of the system is clear in Fig. 4.7.

### 4.5.3 Selection of Compensator Block

In the electronic tap-changer, it is necessary to design compensator block more precisely in order to compensate the output voltage deviations in minimum possible time. Meanwhile the system must not be unstable in any case. It is interesting qualifiedly to use an integrator in the compensator block of the electronic tap-changer. The integrator creates a delay proportional with $\Delta V$ and acts as a memory. Meanwhile, the steady-state error is also minimized. Integrator gain influences the stability as well as system speed entirely. If the gain of this block is large, the control loop oscillates and if this gain is too small the loop will be slow. In Sect. 4.6, the electronic tap-changer system with the modified controller and integral compensator is simulated. Section 4.7 will pay attention to the step-by-step design of compensator in electronic tap-changer with totally novel glance.

Fig. 4.7 Input-output characteristic of quantizer block


### 4.6 Simulation of Electronic Tap-Changer with Modified Controller

An electronic tap-changer with its modified controller has been simulated by Simulink software. Figure 4.8 presents the model used in this simulation. To model the power part of the electronic tap-changer, a set of power system blocks of Simulink software has been employed. For modeling the transformer including its secondary taps, three individual transformers with parallel primary windings have been used. Bus Bar block has been utilized for the transformer taps connections. Bi-directional solid-state switches have been modeled by the ideal switch block. It is noted that in this simulation the overall performance of the tap-changer is proposed, and the actual characteristics of the solid-state switches do not change this performance, so the ideal switch has been used in the simulation. Simulation results for three values of the integrator gains have been presented in Figs. 4.9, 4.10 and 4.11. Conditions and parameters used in this simulation are as follows:


Fig. 4.8 Simulation model of electronic tap-changer with its modified controller

Fig. 4.9 Simulation results of Fig. 4.8 model for integrator gain equal to 10

Fig. 4.10 Simulation results of Fig. 4.8 model for integrator gain equal to 30





(a) The input (primary) voltage is applied to the transformer through a series impedance $R L$ with $R=0.1 \Omega$ and $L=100 \mu \mathrm{H}$.
(b) Input voltage is sinusoidal with frequency of 50 Hz , zero phase and rms value of 200 V . The rms value of the voltage suddenly rises to 250 V at $t=0.2 \mathrm{~s}$.
(c) The ratio turns of the transformer are as follows:

$$
\begin{equation*}
\frac{N_{S_{0}}}{N_{P}}=\frac{210}{220}, \quad \frac{N_{S_{1}}}{N_{P}}=\frac{2}{220}, \quad \frac{N_{S_{2}}}{N_{P}}=\frac{4}{220}, \quad \frac{N_{S_{3}}}{N_{P}}=\frac{14}{220}, \quad \frac{N_{S_{4}}}{N_{P}}=\frac{28}{220} \tag{4.14}
\end{equation*}
$$

Fig. 4.11 Simulation results of Fig. 4.8 model for integrator gain equal to 100

(d) The load impedance $R L C$ is: $R=15 \Omega, L=1 \mathrm{H}$ and $C=1 \mathrm{nF}$ (in parallel). As expected, the system becomes faster by rising the integrator gain, but it tends to the instability boundary. Section 4.7 describes how the value of the integrator gain is selected.

### 4.7 Controller Design for Electronic Tap-Changer

A totally novel procedure is used to design an appropriate controller logically in order to regulate the output voltage of an electronic tap-changer. The design method will be as such that first the problem is simplified by simplifying assumptions, then this simplified problem is solved. The simplifying assumptions are gradually deleted and the necessary modifications will be applied. The simplifying assumptions are as follows:

First Assumption: Waveform of all quantities including primary voltage $\left(v_{1}(t)\right)$, secondary voltage $\left(v_{2}(\mathrm{t})\right)$, regulation bus voltage $\left(v_{2 \mathrm{~m}}(t)\right)$ and load current $\left(i_{2}(t)\right)$ are fully sinusoidal with frequency of 50 Hz at all time. Meanwhile, the transient time to approach this sinusoidal state is assumed equal to zero. In other words, the system is always sinusoidal at steady-state.
Second Assumption: The series impedance of transformer $\left(Z_{\mathrm{T}}\right)$ and also transmission line impedance up to the regulation bus (SC) and output load impedance are assumed totally ohmic. By this assumption, all quantities including $v_{1}(t), v_{2}(t), v_{2 \mathrm{~m}}(t)$ and $i_{2}(t)$ are in phase.
Third Assumption: It is allowed to change the tap at any time, and the required time for tap changing is zero.

Fourth Assumption: Adjustment and change of the transformer turns ratio by tap changing is totally continuous (over the proposed range). In the other words $\Delta \mathrm{a}$ is assumed equal to 0 .
Fifth Assumption: There is a detection method that calculates the values and phases on the sinusoidal quantities with no delay.

Considering assumptions 1,2 and 4, the governing equations to the system is expressed as follows:

$$
\begin{equation*}
V_{2 m}=\frac{V_{1}}{a}-\left(Z_{T}(a)+Z_{C}\right) I_{2}, \quad a_{\min } \leq a \leq a_{\max } \tag{4.15}
\end{equation*}
$$

where all quantities in Eq. 4.15, are scalar with zero phases. Therefore, by the above-mentioned assumptions, the system model can be shown as Fig. 4.12a. In this figure, $V_{1}$ and $I_{2}$ are disturbance inputs, a is input control and finally $V_{2 \mathrm{~m}}$ is the regulated output. By such glace, the system model has been shown in Fig. 4.12b. Considering the above-mentioned simplifying assumptions and Fig. 4.15, the proposed system is a zero degree system with no dynamic.

The aim of designing controller is that $V_{2 \mathrm{~m}}$ approaches the reference value of $V_{\text {ref }}$ in the possible shortest time. If it is assumed that quantities $V_{1}$ and $I_{2}$ are measureable and $Z_{\mathrm{T}}+Z_{\mathrm{C}}$ is known in Eq. 4.15 , then a feed-forward block can bring output $V_{2 \mathrm{~m}}$ to $V_{\text {ref }}$. The governing equation to this block is as follows:

$$
\begin{equation*}
a=\frac{V_{1}}{V_{\text {ref }}+I_{2}\left(Z_{T}+Z_{C}\right)} \tag{4.16}
\end{equation*}
$$

Figure 4.13 presents a tap-changer system with the above-mentioned controller. However, assumption of constant $Z_{T}+Z_{C}$ is not correct, because $Z_{T}$ depends on a. In such a case, feed-forward block of Eq. 4.16 cannot be used, and in addition to the feed-forward there is certainly a need to measure output and also use the feedback path. In Fig. 4.13 the feed-forward path suggests ( $V_{1} / V_{\text {ref }}$ ) value as a bias

Fig. 4.12 a Simplified model of electronic tapchanger, $\mathbf{b}$ the same as model a emphasizing on disturbance inputs, control and also regulated output
(a)

(b)



Fig. 4.13 Electronic tap-changer with feed-forward controller


Fig. 4.14 Electronic tap-changer with feed-forward and feedback controller


Fig. 4.15 Simplified block diagram of Fig. 4.14
value for a and the feedback path will compensate the error arising from $\left(Z_{T}+Z_{\mathrm{C}}\right) I_{2}$ term and also error due to $V_{1}$ measurement. To design the compensator in system of Fig. 4.14, this system can be simplified as Fig. 4.15.

Compensator in Fig. 4.15 must be designed as such that the output in the presence of disturbance $\left(Z_{T}+Z_{\mathrm{C}}\right) I_{2}$ tends to zero quickly. Meanwhile, it is noted that the gain of $V_{1}$ has also variations. Since there is no dynamic in block diagram of Fig. 4.15 , the design task will be totally simple. It is clear that if a large gain is used as compensator, the output in the presence of the disturbances can tend to
zero. A larger gain will make the output closer to zero. If value of this gain is represented by $A$, the output of block diagram of Fig. 4.15 will be as follows:

$$
\begin{equation*}
V_{0}=-\frac{I_{2}\left(Z_{T}+Z_{C}\right)}{1+A V_{1}} \tag{4.17}
\end{equation*}
$$

It is clear from Eq. 4.17 that if value of $V_{0}$ is always a positive number smaller than $\varepsilon$, we have:

$$
\begin{equation*}
\frac{\frac{\left|I_{2}\left(Z_{T}+Z_{C}\right)\right|_{\max }}{\varepsilon}+1}{V_{1_{\text {min }}}}<A \tag{4.18}
\end{equation*}
$$

If it is necessary that the steady-state error totally tends to zero, an integrator can be used as compensator. In such a case larger integrator gain leads to a larger bandwidth of closed-loop system and also the rate of output ( $V_{0}$ ) tendency to zero will be higher. Figure 4.16 presents the simulation results of model, Fig. 4.14, with compensator P (gain). In this simulation it is assumed that at $\mathrm{t}=10 \mathrm{~s}$ the input voltage $V_{0}$ suddenly changes from 200 to 250 V . The load current is considered as a variable with sinusoidal variations of $I_{2}=25+1_{0} \sin 0.4 \pi \mathrm{t}$. Simulation has been carried out for two different values of gain A : $\mathrm{A}=0.01$ and $\mathrm{A}=1$. A larger gain leads to lower variations of output voltage $V_{2}$ against input voltage and also load current and this is expected from Eqs. 4.17 to 4.18. It is noted that variables $V_{1}, V_{2}$ and $\mathrm{I}_{2}$ are in fact amplitude (rms value) of the actual


Fig. 4.16 Simulation results of Fig. 4.14 model with compensator $P$

Fig. 4.17 Electronic tapchanger with feed-forward controller and feedback with integral compensator


Fig. 4.18 Simulation results of Fig. 4.17 model with integral compensator
sinusoidal variables. Meanwhile, in this simulation $V_{\text {ref }}=220 \mathrm{~V}$, and by using compensator P the steady-state error becomes non-zero, but by increasing the gain value this error diminishes.

Figure 4.17 exhibits an electronic tap-changer with feed-forward controller and also feedback with internal compensator. In this case, the closed-loop system time constant is $1 / \mathrm{KV}_{1}$, where K is the integrator gain. Figure 4.17 has been simulated for two integrator gains 0.01 and 1 . Figure 4.18 shows the results of the simulation. The disturbance input signals in this simulation corresponds with the signals
in Fig. 4.16. It is seen in Fig. 4.18 that by increasing the integrator gain, the speed of the system rises. Meanwhile, the steady-state error is zero in both cases, because of integrator application.

So, design of the controller using the simplifying assumptions is ended, Now each simplifying assumptions which is not set permanently is removed and then necessary modifications is applied to the controller of Fig. 4.17.

First the assumption of in phase quantities $v_{1}(t), v_{2}(t), i_{2}(t)$ and $v_{2 m}(t)$ are removed. In the order words, Eq. 4.2 is concealed. In such a case, series impedances $Z_{T}$ and $Z_{C}$ and also load impedance are not necessarily ohmic and Eqs. 4.1 and 4.5 are in phasor forms. In this case, responsibility of the controller is that $\left|V_{2 m}\right|$ tends to $V_{\text {ref. }}$. If it is assumed: $\widehat{V}_{1}=V_{1} e^{j 0}, \widehat{I}_{2}=I_{2} e^{j \theta_{1}}, \widehat{Z}_{T}+\widehat{Z}_{C}=Z e^{j \theta_{z}}$ then it can be easily shown that the appropriate value of $a$ for $\left|V_{\text {erf }}\right|=V_{2 m}$ is as follows:

$$
\begin{equation*}
a=\left(\frac{I_{2} Z \cos \left(\theta_{z}+\theta_{I}\right)}{V_{1}}+\frac{\sqrt{V_{\mathrm{ref}}^{2}-Z^{2} I_{2}^{2}+Z^{2} I_{2}^{2} \cos ^{2}\left(\theta_{z}+\theta_{I}\right)}}{V_{1}}\right)^{-1} \tag{4.19}
\end{equation*}
$$

It is clear if $\theta_{1}$ and $\theta_{2}$ be zero in Eq. 4.19, this equation will convert to Eq. 4.16. Suppose in this case parameters $Z$ and $\theta_{Z}$ are known and quantities $V_{1}, I_{2}$ and $\theta_{1}$ are measurable and available, $\left|V_{2 \text { in }}\right|$ can be regulated and controlled by a feed-forward block as open-loop. Such system has been presented in Fig. 4.19.

Here, it is also assumed that $Z$ and $\theta_{\mathrm{Z}}$ are not the actual values and thus measuring output and feedback path are obligatory. $Z$ and $\theta_{Z}$ in this figure are unknown and can be considered equal to zero or totally the feed-forward part is neglected.

In this case, similar to the previous case, if compensator be a large gain, $\left|V_{2 m}\right|$ tends to $V_{\text {ref }}$ in the presence of $I_{2}\left(Z_{T}+Z_{C}\right)$. To prove this, by using Eqs. 4.1-4.5, the relationship between $\left|V_{2 m}\right|$ and other parameters of the system can be expressed as follows:

$$
\begin{equation*}
\left|V_{2 m}\right|=\sqrt{\left(\frac{V_{1}}{a}-Z I_{2} \cos \left(\theta_{z}+\theta_{I}\right)\right)^{2}+\left(Z I_{2} \sin \left(\theta_{z}+\theta_{I}\right)\right)^{2}} \tag{4.20}
\end{equation*}
$$

Now if compensator has a large gain A, then without taking into account the feed-forward path, $a$ can be obtained as follows:


Fig. 4.19 Electronic tap-changer system with feed-forward controller in the case of non-ohmic impedances


Fig. 4.20 Electronic tap-changer system with feed-forward and feedback controller in the case of non-ohmic impedances


Fig. 4.21 System simulation results of Fig. 4.20 model for compensator P

$$
\begin{equation*}
A\left(V_{\mathrm{ref}}-\left|V_{2 m}\right|\right)=\frac{1}{a} \tag{4.21}
\end{equation*}
$$

Combination of (4.20) and (4.21) yields:

$$
\begin{equation*}
\left|V_{2 m}\right|=\sqrt{\left(A\left(V_{\mathrm{ref}}-\left|V_{2 m}\right|\right) V_{1}-Z I_{2} \cos \left(\theta_{z}+\theta_{I}\right)\right)^{2}+\left(Z I_{2} \sin \left(\theta_{z}+\theta_{I}\right)\right)^{2}} \tag{4.22}
\end{equation*}
$$

Since $A$ is large, other terms of the right hand side of Eq. 4.22 can be neglected and following approximated equation is obtained:

$$
\begin{equation*}
\left|V_{2 m}\right| \cong\left|A\left(V_{\text {ref }}-\left|V_{2 m}\right|\right) V_{1}\right| \tag{4.23}
\end{equation*}
$$

Now Eq. 4.23 is rewritten as follows:

$$
\begin{equation*}
\frac{1}{A V_{1}}=\frac{\left|V_{\text {ref }}-\left|V_{2 m}\right|\right|}{\left|V_{2 m}\right|} \tag{4.24}
\end{equation*}
$$

Equation 4.24 shows that considering the large gain A, value of $\left|V_{\text {ref }}-\left|V_{2 m}\right|\right.$ must be small enough to satisfy Equality (4.24). A larger A makes $\left|V_{\text {ref }}-\left|V_{2 m}\right|\right.$ closer to zero and this is the proposed aim. Of course, considering Eq. 4.22, it is noted that the closed-loop system will be stable if the following is satisfied:

$$
\begin{equation*}
\left|\frac{V_{1}}{a}\right|=\left|A\left(V_{\text {ref }}-\left|V_{2 m}\right|\right) V_{1}\right|>\left|Z I_{2} \cos \left(\theta_{z}+\theta_{I}\right)\right| \tag{4.25}
\end{equation*}
$$

Since the drop of the series impedances is usually very smaller than the induced voltage in the secondary, Eq. 4.15 is satisfied in the actual conditions; thus, the system is stable.

An integrator can be used in place of a large gain A as compensator. In this case integrator gain will determine the system speed. Figures 4.21 and 4.22 show the system simulation results due to the system of Fig. 4.20 for compensator P and


Fig. 4.22 System simulation results of Fig. 4.20 model for integral compensator
compensator I respectively. In this simulation the input voltage $\left(V_{1}\right)$ is changed from 200 to 250 V at $t=10 \mathrm{~s}$ and load current phasor jumps from $25+\mathrm{j} 10$ to $25+\mathrm{j} 110$ at $t=15 \mathrm{~s}$. Meanwhile, sum of series impedances $0.3+\mathrm{j} 0.1$ is considered in this simulation.

Now the assumption of continuous $a(\Delta a=0)$ is concealed. In other words, assumption (4) is neglected. In this case, a limited individual values will be permissible, and the model of the system is as shown in Fig. 4.23.

Certainly, quantizing $a$ creates an un-compensable error in the output; however, this error (which is an inherent error of the system) must not mistake the controller system. In other words, this error must not excite the controller, otherwise; system oscillates. This is the reason that a Dead-Zone block is necessary after comparison of $\left|V_{2 m}\right|$ and $V_{\text {ref }}$. Therefore, the controller system must be modified as shown in Fig. 4.24.

Value of DB is defined referring to the peak inherent error of the electronic tapchanger (see Sect. 4.5). If this DB is smaller than the peak of the possible error, system will oscillate; if it is larger, the peak of the possible error leads to errors larger than the inherent error of the system. Figure 4.25 presents the simulation results of Fig. 4.24. In this simulation, the similar input disturbance signals conditions (input voltage $V_{1}$ and load current $I_{2}$ ) are simulated in Figs. 4.21 and 4.22. The output voltage in this figure has been plotted for two values of DB: 1.5 and 10. It is seen that in this case, in spite of existing integral compensator, the output steady-state error is not zero, and this error is increased by increasing DB.

Now, assumption of sinusoidal quantities of the system (first assumption) is concealed. This is due to two factors, first voltage $v_{1}(t)$ or current $i_{2}(t)$ is non-sinusoidal and second transient times to reach the steady-state sinusoidal mode; the later is created because of the load variations, or $v_{1}(t)$ variations and/or variations of $a$. If in the method for amplitude and phase detection of the sinusoidal quantities can separate the fundamental sinusoidal component from other signals and harmonics, non-sinusoidal quantities will not produce any problem. The reason is that Eqs. 4.1 and 4.5 are true for fundamental component, and controller has been designed based on the design equations. Methods of amplitude and phase of the sinusoidal quantities will be discussed in Sect. 4.8.


Fig. 4.23 Electronic tap-changer model considering quantized $a$


Fig. 4.24 Electronic tap-changer with modified controller and added DB block


Fig. 4.25 Simulation results of Fig. 4.24 model for DB equal to 1.5 and 10


Fig. 4.26 Electronic tap-changer model with quantizing $a$ and tap changing at instants of zero crossing load current

Finally, the 3rd assumption (tap changing at any instant) is canceled. To reduce switching losses and stresses in the designed electronic tap-changer, only at the zero load current (or voltage) crossing instants the tap is changed. By this assumption, the system model can be presented as shown in Fig. 4.26. By limiting the tap changing time to the instants of zero-crossing load current, a delay is practically added to the system and controller may oscillate. The reason for such oscillation is the delay that imposed by the sampling and storing block to the system.

In this case, in order to have non-oscillating closed-loop system, the integrator gain must not be selected too large, so the rate of signal $a$ changes before the sampling and storing block becomes larger than the sampling frequency of this block; otherwise, there is no guarantee for stability of the system. Figure 4.27 shows the simulation results of Fig. 4.26 for integrator gains $0.001,0.01$ and 1 . Simulation results in Fig. 4.27 shows that by increasing the integrator gain, the system oscillates and the system speed cannot rises beyond a define limit.

All simulations presented in this section have been obtained considering the phasor model of the electronic tap-changer and practically the push of the simulation results curve for sinusoidal variables has been studied. Now to complete the task, the electronic tap-changer is simulated using a time variant model. In this simulation, to detect the amplitude and phase of the sinusoidal variables, a numerical matrix method (see Sect. 4.8) is used. Simulation results for integrator gain 10, 30 and 100 have been presented in Figs. 4.28, 4.29 and 4.30 respectively. Conditions of the disturbances inputs in this simulation are exactly the same as Fig. 4.9. Here, it is also seen that by increasing the integrator gain, the system approaches the oscillating boundary.

It is noted that although in the simplified electronic tap-changer system (Fig. 4.15) it is possible to use PI controller, the presented system in Fig. 4.26 cannot utilize this controller after adding sampling and storing block. The reason is that signal $a$ as input of this block will suddenly be changed by the sudden change of the input voltage or load current. So, condition of slow changes of the input signal of sampling and storing block cannot be realized at all.


Fig. 4.27 Simulation results of Fig. 4.26 model for three integrator gain: $0.001,0.1$ and 1
Fig. 4.28 Simulation results of electronic tap-changer for integrator gain equal to 10





### 4.8 Amplitude and Phase Measurement of a Sinusoidal Variable Algorithm

Those discussed in Sect. 4.7 on the electronic tap-changer control system were based on the availability of a very fast algorithm for extracting the amplitude and phase of the sinusoidal variables data. For instance, in the control block diagram of

Fig. 4.29 Simulation results of electronic tap-changer for integrator gain equal to 30

Fig. 4.30 Simulation results of electronic tap-changer for integrator gain equal to 100


Fig. 4.24, data of amplitude and phase of variable $I_{2}$, amplitude of variable $V_{1}$ for feed-forward and amplitude of variable $V_{2 \mathrm{~m}}$ for feedback section are used. Extracting this data needs an appropriate algorithm. In the following sub-section, some methods are reviewed [5-8] for this task and then these methods are compared. Finally, a suitable method for the electronic tap-changer system is selected.

### 4.8.1 Use of Sinusoidal Variable Peak

The simplest method for extracting the amplitude of a sinusoidal variable is the measurement of its peak value. There are different methods to find the instant of the peak of the sinusoidal variable. One of the commonest methods is calculation
of the derivative of the sinusoidal variable and finding the time at which this derivative becomes zero.

It is noted that measuring the amplitude of the sinusoidal variable using this method will have maximum up to an half cycle delay. Meanwhile, this method is seriously sensitive to the noise or the existing parasitic harmonics in the measured sinusoidal variable, therefore, except in very simple applications, it is not used. In addition, the discussed method has no phase measurement capability.

### 4.8.2 Evaluation of rms Value of Sinusoidal Variable

The next method for extracting the amplitude of sinusoidal variable is the evaluation of its rms value. This method involves integral calculation and basically is an averaging method. Measuring the rms value of a sinusoidal variable can be done in every cycle, or half cycle or quarter of cycle. Certainly, a shorter integration time will increase the measurement rate; however, its sensitivity to the noise and distortions will be more.

Another method is evaluation of the instantaneous rms value. In this method, rms value of the sinusoidal variable in a time window is calculated. Limits of the window is between t (measuring instant) and $\mathrm{t}-0.5 \mathrm{~T}$ or $t-T(T$ is the period of sinusoidal variable). Although instantaneous rms value leads to a shorter delay compared to the rms value evaluation in every cycle or half a cycle, in the worse case of the half cycle conditions, there will be delay in the precise evaluation of the rms value.

It is noted that to calculate the rms value, the data of zero crossing of the sinusoidal variable is required. Noise may influence these times and leads to error in measuring rms value. In addition, this method has no capability of measuring the phase.

### 4.8.3 $90^{\circ}$ Delay of Sinusoidal Variable

Block diagram of Fig. 4.31 shows that how this method is applied. The method is based on the following trigonometry equality:

$$
\begin{equation*}
A^{2} \sin ^{2}(\omega t+\theta)+A^{2} \sin ^{2}\left(\omega t+\theta-\frac{\pi}{2}\right)=A^{2} \tag{4.26}
\end{equation*}
$$



Fig. 4.31 Block diagram of detection of amplitude of sinusoidal variable by its $90^{\circ}$ delay

This method also has $90^{\circ}$ delay due to the use of $90^{\circ}$ delay block. In addition, the discussed method has no capability of measuring the phase.

### 4.8.4 Fourier Transform of Sinusoidal Variable

Fourier series transform of a sinusoidal variable is a method that extracts amplitude and phase of the variable using fast algorithms. Of course, this method also is typically an averaging method: thus, it has delay. The very important advantage of this method is that this method is not sensitive to additional harmonics because every harmonic is basically evaluated separately, while existing additional harmonics in the sinusoidal variable created error in the previous methods.

### 4.8.5 Using Phase Locked Loop (PLL)

Figure 4.32 shows the block diagram of this method. Block of generating signals $\alpha$ and $\beta$ creates signals $V_{\alpha}$ and $V_{\beta}$ from input variable (u). The governing equations for this block is as follows:

$$
\begin{equation*}
\binom{V_{\alpha}}{V_{\beta}}=u\binom{-e^{-j \pi / 2}}{1} \tag{4.27}
\end{equation*}
$$

Then dq transform block tries to place d-axis on vector $V_{\alpha}+\mathrm{j} V_{\beta}$. $\theta$ in PLL varies until $V_{\mathrm{q}}^{\prime}$ approaches zero, therefore, $\theta$ represents the phase of the sinusoidal variable and $V_{d}^{\prime}$ contains data relevant to the amplitude. Governing equations on transform block to dq frame are as follows:

$$
\binom{V_{\mathrm{d}}^{\prime}}{V_{\mathrm{q}}^{\prime}}=\left(\begin{array}{cc}
\cos \theta & \sin \theta  \tag{4.28}\\
-\sin \theta & \cos \theta
\end{array}\right)\binom{V_{\alpha}}{V_{\beta}}
$$

By changing the phase of the input sinusoidal variable, PLL exits from locked state temporarily and after passing the transient time, it will again go to the locked


Fig. 4.32 Block diagram of detecting amplitude and phase of sinusoidal variable using PLL
state. This method has practically this transient as a delay for estimation of the amplitude and phase.

### 4.8.6 Using Numerical Matrix Method

Contrary to the previous methods, this method has a shorter delay and contains amplitude and phase data. In this method, it is assumed that the important harmonic components of the measured sinusoidal variable are defined. The basis of this method is that the main signal is sampled by a sampler block and amplitude and phase data are extracted by some calculations on a define number of the samples. For example, if it is assumed that the sinusoidal variable in addition to the fundamental component contains the 5th harmonic; then, the governing equations on the samples of signal can be written as follows:

$$
\begin{align*}
u_{\text {present }} & =\left|u_{1}\right| \cos \left(\omega_{1} t+\theta_{1}\right)+\left|u_{5}\right| \cos \left(\omega_{5} t+\theta_{5}\right) \\
u_{\text {past }_{1}} & =\left|u_{1}\right| \cos \left(\omega_{1} t+\theta_{1}-\omega_{1} T_{s}\right)+\left|u_{5}\right| \cos \left(\omega_{5} t-T_{s} \omega_{5}+\theta_{5}\right)  \tag{4.29}\\
u_{\text {past }_{2}} & =\left|u_{1}\right| \cos \left(\omega_{1} t-2 \omega_{1} T_{s}+\theta_{1}\right)+\left|u_{5}\right| \cos \left(\omega_{5} t-2 \omega_{5} T_{s}+\theta_{5}\right) \\
u_{\text {past }_{3}} & =\left|u_{1}\right| \cos \left(\omega_{1} t-3 \omega_{1} T_{s}+\theta_{1}\right)+\left|u_{5}\right| \cos \left(\omega_{5} t-3 \omega_{5} T_{s}+\theta_{5}\right)
\end{align*}
$$

where $\left|u_{1}\right|$ is the amplitude of the fundamental component $(50 \mathrm{~Hz}) ;\left|u_{5}\right|$ the amplitude of the 5 th harmonic $(250 \mathrm{~Hz}) ; \theta_{1}$ the fundamental harmonic phase; $\theta_{5}$ the 5th harmonic phase; $\omega_{1}$ the fundamental harmonic angular frequency; $\omega_{5}$ the 5th harmonic angular frequency; t time; $\mathrm{T}_{\mathrm{s}}$ the sampling period; $\mathrm{u}_{\text {present }}$ the sample signal at t (present sample); and $\mathrm{u}_{\text {past1-3 }}$ is the sample signal at $\mathrm{t}-\mathrm{T}_{\mathrm{s}}, \mathrm{t}-2 \mathrm{~T}_{\mathrm{s}}$, $\mathrm{t}-3 \mathrm{~T}_{\mathrm{s}}$ (three previous samples).

There are four equations in (4.29). It is clear that if the number of harmonics considers for signal $u$ is larger or lower than 4 , the number of the required samples will vary and finally the number of the equations is lower or higher in the same order. In fact, every harmonic adds two unknown values (amplitude and phase) to the unknown values, so to find the unknown values, it is necessary to have two equations for every harmonic and thus two samples.

Now to find the unknown values in Eq. 4.29, those equations are arranged as the following matrix form:


Now the unknown values matrix (x) is easily obtained as follows:

$$
\begin{align*}
\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right) & =\overbrace{\left(\begin{array}{l}
\left|u_{1}\right| \cos \theta_{1} \\
\left|u_{1}\right| \sin \theta_{1} \\
\left|u_{5}\right| \cos \theta_{5} \\
\left|u_{5}\right| \sin \theta_{5}
\end{array}\right)}^{X} \\
& =\overbrace{\left(\begin{array}{cccc}
1 & 0 & 1 & 0 \\
\cos \omega_{1} T_{s} & \sin \omega_{1} T_{s} & \cos \omega_{5} T_{s} & \sin \omega_{5} T_{s} \\
\cos 2 \omega_{1} T_{s} & \sin 2 \omega_{1} T_{s} & \cos 2 \omega_{5} T_{s} & \sin 2 \omega_{5} T_{s} \\
\cos 3 \omega_{1} T_{s} & \sin 3 \omega_{1} T_{s} & \cos 3 \omega_{5} T_{s} & \sin 3 \omega_{5} T_{s}
\end{array}\right)^{-1} \overbrace{\left(\begin{array}{c}
u_{\text {present }^{2}} \\
u_{\text {past }_{1}} \\
u_{\text {past }_{2}} \\
u_{\text {past }_{3}}
\end{array}\right)}^{B}}= \tag{4.31}
\end{align*}
$$

Since sampling time $\mathrm{T}_{\mathrm{s}}$ and angular frequencies $\omega_{1}, \omega_{2}$ are known, matrix $\mathrm{A}^{-1}$ and so unknown values of $x_{1}, x_{2}, x_{3}$ and $x_{4}$ are calculable. Now, amplitude and phase of every harmonic can easily be evaluated by the known values of the matrix coefficients as follows:

$$
\begin{align*}
\theta_{1} & =\operatorname{Arctan}\left(\frac{x_{2}}{x_{1}}\right) \\
\left|u_{1}\right| & =\frac{x_{1}}{\cos \theta_{1}}  \tag{4.32}\\
\theta_{5} & =\operatorname{Arctan}\left(\frac{x_{4}}{x_{3}}\right) \\
\left|u_{1}\right| & =\frac{x_{3}}{\cos \theta_{5}}
\end{align*}
$$

In this method the delay time for measuring the data of the amplitude and phase is obtained as follows:

Time delay of measurement $=$ twice of harmonics number $\times T_{s}$
Therefore, by shortening the period of the sampling time $\left(T_{S}\right)$, the measuring delay time can be shortened. Of course it must be noted that by shortening the sampling time period, the error appears more likely.

### 4.8.7 Comparison Between Proposed Methods and Selection of an Appropriate Method

Table 4.1 compares the methods discussed in the previous sub-sections. Criteria for comparison in this table are:
(1) the longest delay time in measurement, certainly a more appropriate method has a shorter delay. In other words, it can extract the amplitude and phase of the sinusoidal variable quickly;
Table 4.1 Comparison of different methods in measuring amplitude and phase of a sinusoidal variable

| No. | Evaluation criterion Method name | Longest measurement delay | Capability of calculation |  | Sensitivity to additional harmonics | Complexity of method | Notes |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Amplitude | Phase |  |  |  |
| 1 | Using peak of sinusoidal variable | An half cycle | Yes | No | Yes | Very simple | - |
| 2 | Evaluation of rms value of sinusoidal variable | An half cycle | Yes | No | Yes | Simple | Rms value calculated over an half cycle |
| 3 | $90^{\circ}$ delay of sinusoidal variable | Quarter of cycle | Yes | No | Yes | Simple | - |
| 4 | Fourier transform of sinusoidal variable | One cycle | Yes | Yes | No | Complicated | Sampling over one period |
| 5 | Using PLL | $\mathrm{t}_{\text {s }}$ | No | Yes | Yes | Complicated | $\mathrm{t}_{\mathrm{s}}$ : necessary time for PLL |
| 6 | Numerical matrix | $2 \mathrm{NT}_{\text {s }}$ | Yes | Yes | No | Average | N : no of harmonics $\mathrm{T}_{\mathrm{s}}$ : sampling period |

(2) capability of the extracting relevant data to the amplitude and phase which are necessary in the proposed application;
(3) the sensitivity to the additional harmonics which is important in the choice of the appropriate method due to the existing harmonics in the voltage and current of public electricity supply; and finally
(4) the last criterion is simplicity of the implementation of the measurement method.

Referring to Table 4.1, it is seen that the evaluation of the numerical matrix method is more appropriate for application in the electronic tap-changer control system.
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# Chapter 5 <br> Electronic Tap-Changers as Custom Power Tools 

### 5.1 Background

### 5.1.1 Introduction to Power Quality

Electrical power generator units supply small and large electrical energy consumers in the most economical way, as such that the delivered electrical energy has acceptable reliability and quality [1]. But for many decades, electricity suppliers had concentrated on generation, transmission and distribution of electrical energy to the consumers. This was while reliability and quality were not taken into account seriously [2]. The reason was that those days lighting was the most important load of consumers. Of course electrical motors loads have been gradually grown as major loads of the power systems. However, consumers could wait hours for the re-connection of electricity.

As time passes by, rising the industrialization trend and the increasing dependency of the daily life on the electrical energy, expectation from electrical energy reliability increased. Reliability is defined as total hours in 1 year that electrical energy is available. Demand for high reliability leads to structural changes in the transmission (connection of networks) and distribution (use of several feeders and enhancement of maintenance level and equipment services) of networks. These changes and modifications in the developed countries result in only once or twice long term (longer than 10 s ) electricity block-out in a year [3].

In the second half of the 1980s, consumers' demands changed again and now the trend of these changes is increasing. The reason behind the changes in the consumers' demands is the application of new electronic equipment. These new loads include microprocessor systems, computers, advanced communication devices, automatic controllers, robots, automatic control of product processes, drives of ac and dc motors etc [3]. These equipments are very sensitive and even a very short block-out (a few cycles) is unacceptable to the consumers. Therefore, the concept of reliability as total available hours of electrical energy has been abolished. For example, 2,400 block-outs, each 0.25 s duration, in total will be

10 min, but each of these block-outs can cause many problems in the abovementioned electronic equipment and this in turn can cause great damage to the equipment. Therefore, the concept of "power quality" was proposed, which certainly has wider dimensions compared to reliability. In the late 1980s, the term power quality had been very often used in the electrical energy industry and it was also one of the proposed topics in EPRI. Of course [4], from historical point of view, the first use of the term power quality was in the introduction of a paper published in 1968. In this paper, studies had been presented on the required power specifications in electrical and electronic equipment by USA navy force [2].

Nowadays, the fact that the power quality is a very important aspect in delivering electrical power to the consumers is universally agreed upon, particularly after the second half of the 1990s up [2].

### 5.1.2 Definition of Power Quality

There are different definitions for power quality. Each definition looks at the problem from a particular viewpoint. Basically, the topic of power quality is important for the three following groups:
(a) Electricity companies which are responsible to supply electrical energy to consumers.
(b) Consumers, particularly industrial and commercial subscribers.
(c) Designers and manufacturers of electronic equipment and devices.

From viewpoint of electricity companies, power quality is synonymous with reliability. On the contrary, designers and manufactures of electronic equipment define power quality as appropriate performance of the above-mentioned equipment based on a suitable input. This definition can have different meaning for various devices and equipment and also different manufactures [4].

However, power quality is a problem arising from the needs of consumers and thus their viewpoints in this matter plays a major role. Based on this, power quality definition will be as follows [5]:

Power quality is the evaluation of the supply of the sensitive devices of the subscribers as such that they operate properly. So it is clear that the term power quality is a vast concept and includes many types of electromagnetic phenomena. These phenomena are as follows:
(a) Transient phenomena of impulse and oscillation.
(b) Short term voltage falling and rising.
(c) Waveforms distortions (harmonics, notch, noise,...).
(d) Frequency change.
(e) Flicker.

None of the above-mentioned phenomena are new concepts, but engineers and researchers currently attempt to encounter this concept from a general and systematic viewpoint and not as individual phenomena and miscellaneous, and this
can be considered totally a new concept. According to the power quality definition, the power quality problems are defined as follows:

Any deviation from the rated values in the network, which cause mal-operation and improper performance of sensitive electronic devices, is power quality problem. It must be noted that the reliability (total full block out hours) is hidden in the power quality concept, in the other words it can be expressed that [5]:

Power quality $=$ waveform quality plus electricity reliability.

### 5.1.3 Quality of Voltage and Current

The most important criticism against the "power quality" terminology is that there is no quality for a physical quantity such as "power". Some other terms to describe qualitative relationships between electricity suppliers and consumers are proposed below which will show that the "power quality" term is so far the best and most rational term [3].

- Voltage quality Voltage quality expresses the level of voltage deviation from its ideal value (fully sinusoidal voltage with a fixed frequency and amplitude). Considering that basically distribution networks are only capable to control the voltage quality and have no control on the loads current, voltage quality can be considered as a term for expressing the products generated by the electricity suppliers and delivered to the consumers.
This term which is particularly used in the European countries, only covers the technical aspects of voltage. It must be noted that there is always a close relationship between voltage and current in any power network. Although generators generate a full approximated voltage waveform, the load current passing the network impedance can cause various disturbances in the voltage. For example [4]:
(a) Short circuit current causes voltage reduction or zero voltage;
(b) Distorted currents due to the harmonic loads lead to distorted voltage waveform.

However, final attention is paid to the voltage, the existing phenomena in the current (current quality) must also be taken into account in order to understand voltage distortions. So, term "power quality" is more comprehensive.

- Current quality This term describes current deviation from the ideal current. In fact current quality explains the impact of the consumer on the network.
- Power quality This term proposes the combination of voltage and current qualities.
- Quality of supply This term contains the technical parts of voltage quality and service quality. The purpose of the service quality is that how quick is the response to the complaints of the consumers, and clarification of structure and tariffs.
- Quality of consumption This term contains the technical parts of the current quality and the non-technical section of the service quality.
- Electromagnetic compatibility (EMC) This term is used in International Electrotechnical Commission (IEC) standards and generally includes the interface between the devices and between device and supply. There are two basic concepts in EMC:
(a) Emission: is the electromagnetic pollution generated by equipment
(b) Immunity: is the ability of a device to confront and stand the electromagnetic pollution.

In the figure of these concepts current quality will be in relation with the emission and voltage quality will deal with the immunity. In total this term is not completely clear and the use of EMC in the power quality is not recommended.

### 5.1.4 Reasons for Importance of Power Quality

As described in Sect. 5.1.1, the most basic reason of importance of power quality must be searched around the wide application of new electronic equipment and their high sensitivity. The importance of the issue of power quality is introduced precisely and in more details in following part [6, 7]:
(a) Sensitivity of the present electronic equipment to different types of voltage disturbances is more than that of the previous equipment. For industrial consumers this is explained as follows:


Power quality problems inflicted losses more than $\$ 27$ millions in year 1991 to American companies.
(b) The above-mentioned new electronic equipment usually causes voltage disturbances (harmonics) which is a worrying problem due to the increase in the number of the equipment.
(c) Increasing the need for standardization of the power quality problem and defining performance criteria.
(d) The ever-increasing knowledge of consumers about power quality which forces the electricity companies to enhance power quality (considering competition between these companies, this is very important).
(e) Ability to measure the power quality leads to more attention to this matter.
(f) Reliability of network is increased and thus new power quality problems prove their effects (for example in a network no electricity for 2 h per day, power quality has no chance of being considered).

### 5.2 Power Quality Phenomena

### 5.2.1 Classification of Power Quality Phenomena

Any deviation from the ideal voltage or current waveforms is defined as "power quality phenomena". There are various methods to classify these phenomena [7]. A precise and correct classification of these phenomena has a considerable impact on their recognition, origin of generation and methods of measurement. IEC has classified these phenomena based on their creators. Table 5.1 presents this classification [8].

Table 5.1 IEC standard classification of power quality phenomena

| Conducted low-frequency phenomena | Harmonic, inter-harmonics |
| :--- | :---: |
|  | Signal systems (power line carrier) |
|  | Voltage fluctuations |
|  | Voltage dips and interruptions |
|  | Voltage imbalance |
|  | Power-frequency variations |
|  | Induced low-frequency voltages |
|  | DC in ac networks |
|  | Magnetic fields |
| Radiated low-frequency phenomena | Electric fields |
|  | Induced continuous wave voltages or currents |
| Conducted high-frequency phenomena | Unidirectional transients |
|  | Oscillatory transients |
|  | Magnetic fields |
| Radiated high-frequency phenomena | Electric fields |
|  | Electromagnetic fields |
|  | Continuous waves |
| Electrostatic discharge phenomena | - |
| Nuclear electromagnetic pulse | - |

Table 5.2 IEEE standard classification of power quality phenomena [8]

| Categories | Typical spectral content | Typical duration | Typical voltage magnitude |
| :---: | :---: | :---: | :---: |
| 1.0 Transients |  |  |  |
| 1.1 Impulsive |  |  |  |
| 1.1.1 Nanosecond | 5 ns rise | $<50 \mathrm{~ns}$ |  |
| 1.1.2 Microsecond | $1 \mu \mathrm{~s}$ rise | $50 \mathrm{~ns}-1 \mathrm{~ms}$ |  |
| 1.1.3 Millisecond | 0.1 ms rise | $>1 \mathrm{~ms}$ |  |
| 1.2 Oscillatory |  |  |  |
| 1.2.1 Low frequency | $<5 \mathrm{kHz}$ | $0.3-50 \mathrm{~ms}$ | 0-4 pu |
| 1.2.2 Medium frequency | $5-500 \mathrm{kHz}$ | $20 \mu \mathrm{~s}$ | 0-8 pu |
| 1.2.3 High frequency | 0.5-5 MHz | $5 \mu \mathrm{~s}$ | 0-4 pu |
| 2.0 Short duration variations |  |  |  |
| 2.1 Instantaneous |  |  |  |
| 2.1.1 Sag |  | $0.5-30$ cycles | 0.1-0.9 pu |
| 2.1.2 Swell |  | $0.5-30$ cycles | $1.1-1.8 \mathrm{pu}$ |
| 2.2 Momentary |  |  |  |
| 2.2.1 Interruption |  | $0.5-30$ cycles-3 s | <0.1 pu |
| 2.2.2 Sag |  | 30 cycles-3 s | 0.1-0.9 pu |
| 2.2.3 Swell |  | 30 cycles-3 s | 1.1-1.4 pu |
| 2.3 Temporary |  |  |  |
| 2.3.1 Interruption |  | $3 \mathrm{~s}-1 \mathrm{~min}$ | <0.1 pu |
| 2.3.2 Sag |  | $3 \mathrm{~s}-1 \mathrm{~min}$ | 0.1-0.9 pu |
| 2.3.3 Swell |  | $3 \mathrm{~s}-1 \mathrm{~min}$ | 1.1-1.2 pu |
| 3.0 Long duration variations |  |  |  |
| 3.1 Interruption, sustained |  | $>1$ min | 0.0 pu |
| 3.2 Undervoltages |  | $>1$ min | 0.8-0.9 pu |
| 3.3 Overvoltages |  | $>1$ min | $1.1-1.2 \mathrm{pu}$ |
| 4.0 Voltage imbalance |  | Steady state | 0.5-2\% |
| 5.0 Waveform distortion |  |  |  |
| 5.1 DC offset |  | Steady state | 0-0.1\% |
| 5.2 Harmonics | 0-100th H | Steady state | 0-20\% |
| 5.3 Interharmonics | $0-6 \mathrm{kHz}$ | Steady state | 0-2\% |
| 5.4 Notching |  | Steady state |  |
| 5.5 Noise | Broad-band | Steady state | 0-1\% |
| 6.0 Voltage fluctuations | $<25 \mathrm{~Hz}$ | Intermittent | 0.1-7\% |
| 7.0 Power frequency variations |  | $<10$ s |  |

Table 5.2 shows the electromagnetic phenomena according to IEEE [8] . This table classifies the power quality phenomena based on amplitude and duration. To recognize power quality problems and their measurement, classification in this table has a specific importance. Each phenomenon in Table 5.2 has been examined widely in many publications.

### 5.2.2 Sag

Among various phenomena of power quality, sag and also temporary interruption are the most important problems for industrial and commercial consumers and can damage them largely. These damages consist of stopping the production line and producing wastes, re-starting production line, dropping quality of produced goods and dissatisfaction of the consumers. For instance, sag in Hisu-Chu city in Taiwan (most solid-state devices factories of Taiwan are located in this city) caused damages between $\$ 100,000$ and $\$ 1,000,000$ [9].

Although temporary interruptions are more destructive than the sag, total damages caused by the sag is higher than that of temporary interruption because the number of sags are more. Extensive studies in USA and Canada indicate that $92 \%$ of the power quality events arise from 40 to $50 \%$ sag shorter than 2 s [10].

The main reason behind sag is the short circuit problems. A short circuit fault in a distribution feed creates a serious short term drop in the same feeder which usually happens due to the protection system operation and terminates to an interruption. However, in the adjacent feeders this fault causes short term drops which are not very serious, and this will be ended by operation of that feeder protection system.

### 5.3 Solutions for Power Quality Problems

Generally power quality problems are either imposed on the consumers from the network or are transferred from the consumers to the network. For instance, sag which is caused by short circuit arising from lightening is a problem that is imposed on consumers from network, while the non-linear current of the consumer generates harmonics in the network voltage, and this problem imposed by consumers on the network; of course this causes inconvenience to other consumers as well.

To prevent the problems that are created by consumers, it is necessary to enforce laws to confront the destructive effects of the loads upon power quality. However, there are three methods to decrease the damages caused by problems imposed on consumers by:
(a) Applying some modifications and strategies to the structure and maintenance of the network to reduce the faults and also their working period.
(b) Increasing tolerability of the equipment used by the consumers or making the equipment non-sensitive to power quality phenomena.
(c) Inserting interface equipment between the consumers and network to eliminate the power quality problems such that the fault in network does not stop or create problems in the consumer equipment. These equipments are power electronics devices and are employed in distribution networks and known as custom power tools.

Methods (a) and (b) are necessary but not enough and are sometimes are costly. However, nowadays, application of custom power tools is very common. Custom power tools are classified into four groups:
(a) Electronic switches such as solid-state breakers and solid-state transfer switches (STS).
(b) Series equipment such as dynamic voltage restorers (DVR) and full-electronic tap-changers.
(c) Parallel equipment such as static VAR compensator and distribution static compensator (DSTATCOM).
(d) Series-parallel equipment such as unified power quality conditioner (UPQC).

More explanations on the characteristics and performance of each of the abovementioned groups can be found in the relevant publications [11-40].

As seen, the electronic tap-changer is proposed as a series equipment of custom power. It is of course clear that the electronic tap-changer cannot remove all power quality phenomena. For example, it cannot eliminate interruption or modify the waveform, but this equipment can reduce the most important problem of the power quality namely sag.

### 5.4 Using Electronic Tap-Changer for Sag Mitigation

### 5.4.1 Modeling Short-Circuit Fault

In Sect. 5.2.2, the short circuit fault was proposed as the major factor for the sag in the network. To check the capability limit of electronic tap-changer for compensating the voltage drop due to the short circuit faults, it is necessary to model a short circuit in an appropriate and simple way. Figure 5.1 presents the voltage distribution model used to calculate voltage drop caused by short circuits in a radial system.

In this model, $Z_{S}$ is the supply impedance; $Z_{F}$ is the impedance between the point of common coupling (PCC) and the short circuit point. $Z_{F}$ consists of the cable impedance, short circuit impedance and also probably the transformer supplying the fault feeder. In fact, PCC is a common point that supplies the load as well as the fault feeder. In this model, the load current (before and after fault) is neglected. Therefore, no voltage drop is considered between the load and PCC. By these assumptions, following short circuit $\left(\mathrm{V}_{\text {sag }}\right)$, the load terminal voltage is obtained as follows:

$$
\begin{equation*}
V_{\mathrm{sag}}=\frac{Z_{F}}{Z_{S}+Z_{F}} E \tag{5.1}
\end{equation*}
$$

where $E$ is the generator voltage. It is clear from Eq. 5.1 that a larger $Z_{F} / Z_{S}$ leads to a lower voltage drop. This occurs when the fault feeder is supplied by a power transformer which has a relatively large impedance.

Fig. 5.1 Voltage distribution model for qualitative calculation of voltage drop due to a short circuit in a radial system


Fig. 5.2 Short circuit model seen supplying load feeder


Fig. 5.3 Short circuit fault in a non-radial network


Referring to model of Fig. 5.1 and the Thevenin equivalent circuit seen from the feeder supplying the load, the short circuit fault is modeled as shown in Fig. 5.2. In the other words, a short circuit fault is modeled as the generator voltage drop equal to $\frac{Z_{\mathrm{F}}}{\mathrm{Z}_{\mathrm{S}}+\mathrm{Z}_{\mathrm{F}}} \mathrm{E}$ and decrease of the supply impedance by value of $\mathrm{Z}_{\mathrm{S}} \| \mathrm{Z}_{\mathrm{F}}$.

In non-radial systems, however complicated, short circuit in network can be modeled as a voltage drop in the amplitude of the generator voltage and a change in the supply impedance. For instance, Fig. 5.3 shows a short circuit fault in the non-radial system. Impedance model of this system has been shown in Fig. 5.4. Following short circuit, the terminal voltage of the load and impedance between


Fig. 5.4 Impedance model of Fig. 5.3

Fig. 5.5 Thevenin equivalent circuit viewed from load terminal for short circuit in network

the load and supply can be written as Eqs. 5.2 and 5.3 referring to the impedance medel.

$$
\begin{gather*}
V_{\text {sag }}=\frac{Z_{3} Z_{4}+Z_{2} Z_{5}+Z_{3} Z_{5}+Z_{4} Z_{5}}{Z_{1} Z_{2}+Z_{1} Z_{3}+Z_{1} Z_{4}+Z_{5} Z_{2}+Z_{5} Z_{3}+Z_{5} Z_{4}+Z_{4} Z_{2}+Z_{4} Z_{3}} E  \tag{5.2}\\
Z_{s}^{-1}=\frac{\left[\left(\frac{1}{Z_{1}}+\frac{1}{Z_{2}}+\frac{1}{Z_{4}}\right) \frac{1}{Z_{3}}+\frac{1}{Z_{4}}+\frac{1}{Z_{2}}\right] \frac{1}{Z_{5}}+\left[\frac{1}{Z_{3} Z_{4}}+\left(\frac{1}{Z_{3}}+\frac{1}{Z_{4}}+\frac{1}{Z_{5}}\right) \frac{1}{Z_{2}}\right] \frac{1}{Z_{1}}}{\left(\frac{1}{Z_{1}}+\frac{1}{Z_{2}}+\frac{1}{Z_{4}}\right)\left(\frac{1}{Z_{3}}+\frac{1}{Z_{4}}+\frac{1}{Z_{5}}\right)-\frac{1}{Z_{4}^{2}}} \\
Z_{s}=\frac{Z_{1} Z_{2} Z_{5}+Z_{1} Z_{2} Z_{3}+Z_{2} Z_{4} Z_{5}+Z_{2} Z_{3} Z_{5}+Z_{2} Z_{3} Z_{4}+Z_{1} Z_{4} Z_{5}+Z_{1} Z_{3} Z_{5}+Z_{1} Z_{3} Z_{4}}{Z_{1} Z_{2}+Z_{1} Z_{3}+Z_{1} Z_{4}+Z_{2} Z_{4}+Z_{2} Z_{5}+Z_{3} Z_{4}+Z_{3} Z_{5}+Z_{4} Z_{5}} \tag{5.3}
\end{gather*}
$$

Referring to Eqs. 5.2 and 5.3, it is clear that $V_{\text {sag }}<E$ and $\left(Z_{1}+\left(Z_{2} \| Z_{3}+Z_{4}\right)\right)>Z_{S}$. From the load feeder point of view, the Thevenin equivalent of the remaining network can be considered as Fig. 5.5. In Fig. 5.5 $V_{\text {sag }}$ varies between 0 and $E$ and its value depends on the location of the short circuit and network impedances ( $E$ is the generator voltage).

In the above discussions, it was assumed that the short circuit fault does not occur in the load feeder, but it happens in other feeders of the network. If this assumption does not exist, the short circuit activates the protection equipment of
that feeder and so the fault leads to full interruption, and practically electronic tapchanger cannot help in this case.

### 5.4.2 Compensating Range of Electronic Tap-Changer

To estimate the compensating range, the optimal electronic tap-changer system of Fig. 5.6 is used. If the desirable voltage of the secondary is shown by $V_{2 n}$, minimum and maximum of input voltage by $V_{P_{\text {min }}}$ and $V_{P_{\max }}$ and assuming that electronic tap-changer is designed as such that it adjusts the output voltage for the total range of input voltage variations, then the following can be written:

$$
\begin{align*}
& \frac{n_{S \circ}}{n_{P}}=\frac{V_{2 n}}{2}\left(\frac{1}{V_{P_{\min }}}+\frac{1}{V_{P_{\max }}}\right)  \tag{5.4}\\
& \frac{n_{\text {step }}}{n_{P}}=\frac{V_{2 n}}{48}\left(\frac{1}{V_{P_{\min }}}+\frac{1}{V_{P_{\max }}}\right) \tag{5.5}
\end{align*}
$$

For primary rated voltage $V_{1 n}$ and maximum rise of the input voltage $110 \%$, and also voltage changes step in the secondary for changing a tap number in rated conditions of the primary $2 \%$ of voltage $V_{2 n}$, then:

$$
\begin{equation*}
V_{P_{\min }}=53.5 \% V_{1 n} \tag{5.6}
\end{equation*}
$$

Fig. 5.6 Optimal electronic tap-changer used for estimation of compensating range


$$
\begin{gather*}
n_{\text {step }}=\frac{V_{2 n}}{V_{1 n}} \times \frac{n_{P}}{50}  \tag{5.7}\\
n_{S \circ}=1.39 n_{P} \times \frac{V_{2 n}}{V_{1 n}} \tag{5.8}
\end{gather*}
$$

Due to the more destructive impact of voltage drop compared to voltage rise, efforts are made to have wider compensation range for voltage drop in an electronic tap-changer. So up to now, it is known that the proposed tap-changer is capable to compensate $53.5-110 \%$ of the primary voltage, assuming that Eqs. 5.6-5.8 are held and all series impedances (including the supply impedance, transformer impedance, switches impedance and low voltage line impedance) are equal to zero. However, if the series impedances are taken into account, then drop on these impedances will shorten the compensation range. Meanwhile, tap-changer needs a larger primary current in order to compensate the input voltage drop and in turn increases the series impedances drop.

Tap-changer compensation range for changing the load current and its angle in different networks with various supply impedance is investigated here. Figure 5.7 shows the model used for such study.

Impedance $Z_{\text {eq }}$ is the Thevenin equivalent up to the generator. $V_{\text {sag }}$ is the Thevenin voltage seen from the medium line voltage. $Z_{C}$ is the low voltage line impedance and $Z_{\mathrm{SW}}$ is the impedance of the tap-changer static switches in the switch-on states. Since in any case, four switches are in series in the current path, thus their impedances are added up and gives an equal impedance $Z_{\mathrm{SW}} . \mathrm{Z}_{\mathrm{T}}(\mathrm{b})$ models the series impedance of the transformer. $\mathrm{n}_{\text {Seq }}$ is the secondary effective number of turns which is defined considering tap position and finally $i_{\mathrm{L}}$ is the load current and $V_{\mathrm{L}}$ is the load terminal voltage. If row number of tap in electronic tapchanger of Fig. 5.6 is called $T$ and ratio $\frac{n_{\text {seq }}}{n_{\mathrm{p}}}$ is presented by $b\left(b=a^{-1}\right)$ then:

$$
\begin{equation*}
b=b_{\mathrm{o}}+(T-25) b_{\text {step }} ; \quad T \in\{1,2, \ldots, 49\} \tag{5.9}
\end{equation*}
$$

where

$$
b_{\text {step }}=\frac{n_{\text {step }}}{n_{\mathrm{p}}}, \quad b_{\mathrm{o}}=\frac{n_{\mathrm{so}}}{n_{\mathrm{p}}}
$$

If transformer is taken to be a distribution transformer with the Iran standard, then: $V_{n 1}=20 \mathrm{kV}$ and $V_{n 2}=400 \mathrm{~V}$, so based on Eqs. 5.7 and 5.8:

$$
\begin{align*}
b_{o} & =1.39 \times \frac{400}{20,000}=0.0278 \\
b_{\text {step }} & =\frac{400}{20,000} \times \frac{1}{50}=0.0004  \tag{5.10}\\
b & =0.0278+(T-25) \times 0.0004 \Rightarrow \begin{cases}b_{\max }=0.0374, & T=49 \\
b_{\min }=0.0182, & T=1\end{cases}
\end{align*}
$$



Fig. 5.7 Model used in investigation of electronic tap-changer compensation range
Considering the model presented in Fig. 5.7, the load voltage $\left(V_{L}\right)$ is as follows:

$$
\begin{equation*}
V_{L}=\frac{\mathrm{b} V_{\mathrm{sag}}}{1+\frac{Z_{\mathrm{eq}}{ }^{2}+Z_{T}(\mathbf{b})+4 Z_{\mathrm{sw}}+Z_{C}}{Z_{L}}} \tag{5.11}
\end{equation*}
$$

where $Z_{L}$ is the load impedance. Eq. 5.11 is a phasor and to obtain the fixed range of $Z_{L}$ value for different $V_{\text {sag }}$ computer computations are required. However, for more profound insight to this range, it can be easily shown that Eq. 5.11 has a real answer for b if:

$$
\begin{equation*}
\left(\frac{V_{\mathrm{sag}}}{V_{2 n}}\right)^{2}-4 \frac{Z_{\mathrm{eq}}}{Z_{L}}\left(1+\frac{Z_{T}(b)+4 Z_{\mathrm{SW}}+Z_{C}}{Z_{L}}\right) \geq 0 \tag{5.12}
\end{equation*}
$$

where $\frac{Z_{T}(b)+4 Z_{\text {sw }}+Z_{C}}{Z_{L}}$ is negligible against 1 , then condition (5.12) will be as follows:

$$
\begin{equation*}
V_{\mathrm{sag}} \geq 2 \sqrt{\frac{Z_{\mathrm{eq}}}{Z_{L}}} V_{2 n} \tag{5.13}
\end{equation*}
$$

Referring to Eq. 5.13 , it is seen that by rising $\mathrm{Z}_{\text {eq }}$ the compensation range reduces. Condition (5.13) is a necessary and sufficient condition to have real answer b . However, the b can be applied to the tap-changer if it places between $b_{\text {min }}$ and $b_{\text {max }}$. In other words, condition (5.13) shows a range that can fix the secondary voltage of transformer by adjusting its turns ratio, but providing this turn ratio through tap-changer depends on the limitation of tap-changer system and transformer taps.

Now in real conditions (actual impedances and not necessarily Ohmic and limitation of b between $b_{\min }$ and $b_{\max }$ ) the range of voltage adjustment, estimated by computer computations, is discussed. In these computations, numerical values of the parameters are as follows:

$$
\begin{align*}
Z_{L} & =\frac{400}{\left|I_{L}\right|}(\cos \alpha+j \sin \alpha) \\
\left|I_{L}\right|_{\max } & =1000 \mathrm{~A} \\
Z_{\mathrm{eq}} & =4+j 5  \tag{5.14}\\
Z_{C} & =18 \times 10^{-3}+j 8.7 \times 10^{-3} \\
Z_{T}(b)+4 Z_{\mathrm{SW}} & =0
\end{align*}
$$

Fig. 5.8 Necessary tap number to fix $V_{L}$ for variations of $V_{\text {sag }}$ with different $i_{L}$ (zero load angle)


Fig. 5.9 Necessary tap number to fix $V_{L}$ for variations of $V_{\text {sag }}$ at different load angle and $i_{L}=500 \mathrm{~A}$


Computations results have been shown in Figs. 5.8, 5.9, 5.10, 5.11. There are some common data in these figures; each has been plotted from a specific point of view. Figure 5.8 exhibits the necessary tap number for adjusting $V_{L}$ for variations of $V_{\text {sag }}$ in different $i_{L}$. In these curves the load impedance angle is assumed equal to zero. As seen at a constant current $i_{L}, T$ decreases by rising $V_{\text {sag }}$ and increases by reduction of $V_{\text {sag }}$. The maximum capacity of the system for compensating $V_{\text {sag }}$ will be when $T$ approaches number 49. In this case, the positions of the switches will be such that the maximum voltage is induced in the secondary of transformer. This range occurs at the load current 250 A for $V_{\text {sag }}=0.85 V_{1 \mathrm{n}}$, while this happens at load current $1,000 \mathrm{~A}$ for $V_{\text {sag }}=0.975 V_{1 \mathrm{n}}$.

Fig. 5.10 Necessary tap number to fix $V_{L}$ for variations of load current at different $V_{\text {sag }}$ and load angle aero


Fig. 5.11 Necessary tap number to fix $V_{L}$ for variations of load angle at different $i_{L}$ and $V_{\text {sag }}=19,500 \mathrm{~V}$


Figure 5.9 presents the necessary value of $T$ to fix $V_{L}$ for variations of $V_{\text {sag }}$ and different load impedance angles. In this curve, the load current is fixed at 500 A . It is seen that the range of voltage drop compensation is larger at capacitive currents and the reason is that the capacitive load contributes to voltage rising.

Figure 5.10 shows the impact of the load current variations. Certainly by rising $i_{L}$, the relevant $T$ increases and the $i_{L}$ value at which $T$ tends to 49 depends on $V_{\text {sag }}$. Smaller $V_{\text {sag }}$ leads to the lower current.

Finally Fig. 5.11 presents the variations of the load impedance angle. It is clear that for capacitive angles, necessary $T$ for fixing $V_{L}$ reduces and by rising the load angle, $T$ also rises and at a particular angle $T$ maximizes. If the load angle rises
further, $T$ will have a diminishing trend. The angle causing the peak $T$ is the angle at which the load angle is equal to the sum of system impedances angle.

### 5.4.3 Comparison of Electronic Tap-Changer and Other Sag Mitigation Tools

So far, various equipments have been suggested to mitigate the sag. They include uninterrupted power supply (UPS), dynamic voltage restore, Ferro-resonance transformer, tapped transformer with electronic tap-changer, static transfer switch and motor-generator set. Certainly, any of the equipment have its own capabilities, advantages and disadvantages. For a specified application with its special conditions, one of the above-mentioned equipment is more economical. To mitigate the sag, a method for economical evaluation in application of the above-mentioned equipment is introduced below. It is noted that the application of the static transfer switch involves an independent feeder and thus it has not been considered in this comparison. In order to evaluate the merits of application of the above-mentioned equipment, the case in which they are not used is also considered.

The method to apply for economical comparison is estimation and comparison of the cost of each equipment. The total cost of each equipment is estimated as follows:

$$
\begin{aligned}
\text { Total Cost }(\mathrm{TC})= & \text { Purchase Price }(\mathrm{PP})+\text { Operating Costs }(\mathrm{OC}) \\
& + \text { Residual Cost of Sag \& Interruption }(\mathrm{RC})
\end{aligned}
$$

### 5.4.3.1 Purchase, Fixing and Starting Cost

Since several parameters have been proposed to determine the cost of each equipment (such as distributor, specific capabilities of equipment and complexities of fixing), it is impossible to give the real and precise cost of the equipment. However, the typical cost of these equipments can be demonstrated. Figure 5.12 exhibits a typical cost diagram of the equipment versus their power in $\$ / \mathrm{kWh}$.

### 5.4.3.2 Operating Cost

This cost consists of maintenance costs, and energy costs related to the losses of the equipment. UPS battery, as an energy storage element, needs maintenance. Almost any 4 years, UPS batteries must be replaced. The cost of this replacement is about $25 \%$ of the purchasing cost of the equipment.

Motor-generator sets have moving mechanical parts and need service and maintenance. The cost of this maintenance is about $10 \%$ of the purchasing cost.

Fig. 5.12 A typical cost diagram of the equipment versus their power [40]


Other equipment are full-electronic and almost have zero maintenance cost. It is noted that DVR has no storage element.

Concerning the energy cost of the equipment losses, typical efficiency of UPS, DVR, Ferro-resonance transformer, tapped-transformer with electronic tap-changer and motor-generator set are taken to be $92,98,9,84 \%$, respectively. The cost of one kVAh energy is assumed to be $\$ 0.1$. Meanwhile, OCs in the coming years is estimated now by considering the utilization factor. At present, this utilization factor is considered to be 0.8 .

### 5.4.3.3 Remaining Phenomena Cost

Certainly each discussed equipment has its specific capabilities. Thus, they can eliminate or stop only some of sags or interruptions. Therefore, the damage cost of remaining phenomena must also be considered economically.

Figure 5.13 presents a typical density of occurrence of sags and interruptions [2]. Referring to this figure, it is clear that the total phenomena along a year is equal to 50.2. It must now be investigated how much of these phenomena can be eliminated by each of the mentioned equipment. UPS can eliminate all of these phenomena due to its unique characteristics. DVR (if has no energy storage element) cannot eliminate the interruptions longer than two, three cycles and as shown in Fig. 5.13, these phenomena occurs 3.1 times per year, so DVR eliminates about $94 \%$ of the phenomena.

Ferro-resonance transformers can eliminate about $78 \%$ of the phenomena which is only about $60-70 \%$ of sags as seen in Fig. 5.13.

Tapped-transformer with the electronic tap-changer can to eliminate up to $50 \%$ of the sags considering the calculations in Sect. 5.2.2, so it eliminates about $85 \%$ of the phenomena. Finally, motor-generator set eliminates about $98 \%$ of the phenomena. Of course, the total number of the phenomena in different places differs, but in many cases density of various sag distributions (amplitude and duration) is as shown in Fig. 5.13. Therefore, percentage of the cases that are eliminated by each of the discussed equipment is extendable to any case and location.

Fig. 5.13 Typical density of occurrence of various sags and interrupts [2]


Another problem is the estimation of the damage caused by each phenomenon. Since these damages depend totally on the particular conditions of the consumers and equipment, there is no a specific number, but it can be estimated between 50 and $400 \$ / \mathrm{kVA}$.

Thus, the cost relevant to the damage due to the remaining phenomena is as follows:

Annual cost of damage due to remaining phenomena per year for nth year transferred to present $=\frac{n \times \operatorname{Load} \times \text { Cost }}{(i+1)^{n}}$
where $N$ is the average remaining phenomena per year in that place, load is the consumed power of the consumer (in kVA ), Cost is the cost of one phenomenon (in $\$ / \mathrm{kVA}$ ), $n$ is the gain factor and n is the year. Now, an example is given to compare the discussed equipment economically for compensating the sag. In any other case, the same method can be applied in order to select the most economical equipment.

Example A 50 kVA load is considered and assumed that its sensitive cost to any phenomenon is $50 \$ / \mathrm{kVA}$, if this load confronts 25 phenomena every year, application of which equipment is more economical?

Table 5.3 summarizes the total cost of the first up to fifth year of the example. According to this table, the cost of the first year due to the electronic tap-changer is lower than that of the other equipment, from second year upward the total cost is minimal for DVR. It is clear that if the distribution density of the occurrence of sag types is such that the amplitude of the major sags becomes larger than $50 \%$, fullelectronic tap-changer can be considered as most economic equipment.

Table 5.3 Comparison of costs of equipment mitigating sag for given example

| Equipment name | $\begin{aligned} & \hline \mathrm{PP} \\ & (\mathrm{k} \$) \end{aligned}$ | RC for 1st year | RC for <br> 1st <br> year | Maintenance cost for 1st year | Total annual cost (k\$) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 1st | 2nd | 3rd | 4th | 5th |
| UPS | 34 | 0 | 2.152 | 1.168 | 37.293 | 40.342 | 43.154 | 45.789 | 48.192 |
| DVR | 14 | 3.750 | 0 | 0.292 | 18.042 | 21.784 | 25.236 | 28.47 | 31.421 |
| CVT | 17 | 13.75 | 0 | 3.650 | 34.400 | 50.511 | 37.265 | 79.292 | 91.994 |
| ETC | 6 | 9.375 | 0 | 0.146 | 15.521 | 24.336 | 32.468 | 40.085 | 47.035 |
| M-G | 20 | 1.250 | 2 | 2.336 | 25.586 | 30.613 | 35.53 | 40 | 44 |
| None | 0 | 62.5 | 0 | 0 | 62.5 | 120.37 | 75.173 | 75.223 | 269.375 |
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# Chapter 6 <br> Practical Implementation and Experimental Results 

### 6.1 Technical Specifications and Block Diagram of Prototype

To verify the design of the power section and also control of the electronic tapchanger experimentally a low-power prototype tap-changer has been built and tested. Technical specifications of this electronic tap-changer set are as follows:

| Number of phases | 1 |
| :--- | :--- |
| Output fixed voltage (rms) | 220 V |
| Input rated voltage (rms) | 220 V |
| Number of voltage steps | 48 |
| Step voltage in input rated conditions (rms) | 2 V |
| Maximum output current (rms) | 20 A |
| Power of set | 5 kW |

Block diagram of the prototype electronic tap-changer has been shown in Fig. 6.1 [1].

Hardware of the blocks are described in Sect. 6.2. Details of microprocessor control block are given in Sect. 6.3. Finally experimental results are introduced and discussed in Sect. 6.4.

### 6.2 Hardware

In this section the hardware of each part of the prototype electronic tap-changer set is introduced and described briefly.

### 6.2.1 Tapped-Transformer

Figure 6.2 exhibits the schematic circuit used in the prototype electronic tapchanger. In this figure the transformer secondary consists of a main winding with
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Fig. 6.1 Block diagram of prototype electronic tap-changer
the rated voltage of 210 V , two tapped-windings each has three taps and the rated voltages of " $2 \mathrm{~V}, 4 \mathrm{~V}$ " and " $14 \mathrm{~V}, 28 \mathrm{~V}$ ". The rated secondary voltage means a voltage that is induced when the primary voltage is 220 V . As mentioned in Chap. 2, this configuration has an optimal topology and its six taps can provide 49 different cases for output voltage. If this transformer is connected to the appropriate tap-changer it can transform input voltae of 187 V up to 298 V into the regulated secondary voltage of $220 \pm 1 \mathrm{~V}$ based on the turns ratio, where the series impedances are neglected. The size of wires of all windings has been selected based on the rated output current (20 A).

Fig. 6.2 Schematic circuit of transformer used in electronic tap-changer


### 6.2.2 Electronic Tap-Changer Switches

Figure 6.3 shows the schematic circuit of electronic tap-changer switches and their connection to the tapped-transformer. As mentioned in Chap. 3, to realize bi-directional solid-state switches two uni-directional solid-state switches (MOSFET or IGBT) are used. Meanwhile, the uni-directional switches are connected such that their sources (in MOSFET) or emitters (in IGBT) are connected to each other, so there is no need to have two isolated power supplies. If in each one of the following four groups of switches: $\left(S_{1}, S_{2}, S_{3}\right),\left(S_{1}^{\prime}, S_{2}^{\prime}, S_{3}^{\prime}\right)$, $\left(S_{4}, S_{5}, S_{6}\right),\left(S_{4}^{\prime}, S_{5}^{\prime}, S_{6}^{\prime}\right)$ one switch is on at all time (even at switching time), then the maximum voltage on each of electronic tap-changer switches are as follows (it is noted that this maximum voltage is true if the input voltage does not go over 300 V ):

$$
\begin{align*}
& \text { Maximum voltage }=S_{1}, S_{1}^{\prime}, S_{3}, S_{3}^{\prime}=6 \sqrt{2} \times \frac{300}{220}=11.6 \mathrm{~V} \\
& \text { Maximum voltage }=S_{2}, S_{2}^{\prime}=4 \sqrt{2} \times \frac{300}{220}=7.7 \mathrm{~V} \\
& \text { Maximum voltage }=S_{4}, S_{4}^{\prime}, S_{6}, S_{6}^{\prime}=42 \sqrt{2} \times \frac{300}{220}=81 \mathrm{~V}  \tag{6.1}\\
& \text { Maximum voltage }=S_{5}, S_{5}^{\prime}=28 \sqrt{2} \times \frac{300}{220}=54 \mathrm{~V}
\end{align*}
$$

Switches are selected based on the maximum voltage given by Eq. 6.1 and the current of each switch. The maximum current of all switches can be written as


Fig. 6.3 Schematic circuit of electronic tap-changer and their connections to tapped-transformer
follows (suppose the load current does not exceed 20 A for this maximum current):

Maximum current of each switched-on uni-directional switch $=20 \sqrt{2}=28.3 \mathrm{~A}$ Maximum average current of each switched-on uni-directional switch

$$
(\text { without diode })=\frac{20 \sqrt{2}}{2 \pi}=4.5 \mathrm{~A}
$$

Maximum average current of each switched-on; uni-directional switch

$$
(\text { with diode })=\frac{20 \sqrt{2}}{\pi}=9 \mathrm{~A}
$$

Table 6.1 presents the positions of switches for realization of 49 different cases in the output. Data of this table is stored as a look-up table in the control board. When the tap number changes, the corresponding position of the switches is extracted from the table. In this table $V_{\text {out }}$ is the output voltage of the tap-changer for input voltage of 220 V .

### 6.2.3 Drivers of Solid-State Switches

Figure 6.4 presents the schematic circuit of each solid-state switch. Opto-coupler is used to isolate the switch-on and switch-off command signals of the switches

Table 6.1 States of one-by-one of switches corresponding to tap number

| No | Switch states |  |  |  |  |  |  |  |  |  |  |  | $\begin{aligned} & \mathrm{V}_{\text {out }}- \\ & 210(\mathrm{~V}) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{S}_{1}$ | $\mathrm{S}_{1}^{\prime}$ | $\mathrm{S}_{2}$ | $\mathrm{S}_{2}^{\prime}$ | $\mathrm{S}_{3}$ | $\mathrm{S}_{3}^{\prime}$ | $\mathrm{S}_{4}$ | $\mathrm{S}_{4}^{\prime}$ | $\mathrm{S}_{5}$ | $\mathrm{S}_{5}^{\prime}$ | $\mathrm{S}_{6}$ | $\mathrm{S}_{6}$ |  |
| 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | -48 |
| 2 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | -46 |
| 3 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | -44 |
| 4 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | -42 |
| 5 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | -40 |
| 6 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | -38 |
| 7 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | -36 |
| 8 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | -34 |
| 9 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | -32 |
| 10 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | -30 |
| 11 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | -28 |
| 12 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | -26 |
| 13 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | -24 |
| 14 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | -22 |
| 15 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | -20 |
| 16 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | -18 |
| 17 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | -16 |
| 18 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | -14 |
| 19 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | -12 |
| 20 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 0 | 0 | -10 |
| 21 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 0 | 0 | -8 |
| 22 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | -6 |
| 23 | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | -4 |
| 24 | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | -2 |
| 25 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| 26 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 2 |
| 27 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 4 |
| 28 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 6 |
| 29 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 8 |
| 30 | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 10 |
| 31 | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 12 |
| 32 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 14 |
| 33 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 16 |
| 34 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 18 |
| 35 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 20 |
| 36 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 22 |
| 37 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 24 |
| 38 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 26 |
| 39 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 28 |
| 40 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 30 |
| 41 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 32 |
| 42 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 34 |
| 43 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 36 |

Table 6.1 (continued)

| No | Switch states |  |  |  |  |  |  |  |  |  | $\mathrm{V}_{\text {out }}-$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\mathrm{S}_{1}$ | $\mathrm{~S}_{1}^{\prime}$ | $\mathrm{S}_{2}$ | $\mathrm{~S}_{2}^{\prime}$ | $\mathrm{S}_{3}$ | $\mathrm{~S}_{3}^{\prime}$ | $\mathrm{S}_{4}$ | $\mathrm{~S}_{4}^{\prime}$ | $\mathrm{S}_{5}$ | $\mathrm{~S}_{5}^{\prime}$ | $\mathrm{S}_{6}$ | $\mathrm{~S}_{6}^{\prime}$ | $210(\mathrm{~V})$ |
| 44 | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 38 |
| 45 | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 40 |
| 46 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 42 |
| 47 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 44 |
| 48 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 46 |
| 49 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 48 |



Fig. 6.4 Schematic circuit of solid-state switches of switches drivers
from the power section. After passing the command signal from opto-coupler, its current is amplified by the single-stage push-pull amplifier and is then applied to the switch.

As mentioned in Sect. 6.2.2, since the source (or emitter) of both switches is connected to each other, an isolated power supply is sufficient for the driver circuit of these switches. The required isolated power supplies for drivers are produced by auxiliary power supplies blocks.

### 6.2.4 Analog Processor Board

The responsibility of the analog board is to receive analog feedback signals (voltage and current of load from PT and CT) and then filtering, amplifying and rectifying them and finally delivering to the microprocessor control board.

To reduce the quantizer error in the microprocessor board processing, three different gains in the analog processing board are considered for each voltage and current signal. Meanwhile, this board generates the required reference voltage for analog/digital converter located in the microprocessor processing board. In addition, the analog processing board generates two square wave signals, by zero-


Fig. 6.5 Schematic circuit of analog processor
crossing of each voltage and current signal in a synchronous order. These squarewave signals, called digital voltage signal and digital current signal, are used in the microprocessor processing board. Figure 6.5 shows the schematic circuit of the analog processing board.

### 6.2.5 Microprocessor Processing Board

Microprocessor processing board from microprocessor 80196 is used as the main processor. This processor has an internal A/D converter with eight analog inputs. This board receives the analog signal related to the output voltage and current with synchronous square-wave signals by zero-crossing of sinusoidal variables as input, and generating switch-on and switch-off commands in electronic tap-changer switches. Meanwhile, communication with the panel board (receiving data from the switches in the panel board and sending data to LCD) is also the responsibility of this board.

### 6.2.6 Panel Board

The panel board consists of a $20 \times 2$ LCD display and four switches. Adjustments of the set are entered by the user through the switches on the panel board and the data of the set given to the user by the LCD display. The panel switches are as follows: Enter, Escape, Up and Down.

### 6.2.7 PT and CT

To measure the output voltage and current, a PT and CT is used. Step-down factor of CT is $\frac{0.1}{8.75}$ and PT is $\frac{5}{220}$.

### 6.3 Software

This section presents the software used in the microprocessor processing board and is briefly described. It should be noted that familiarity with the microprocessor 80196 is necessary to understand this section.

### 6.3.1 General Strategy of Software Design

Figure 6.6 presents the block diagram of the electronic tap-changer from a control point of view. The designed software in the microprocessor processing board totally fulfills the control part of this block diagram.

In order to convert the load voltage and current into the useable signals in the control system, a square-wave voltage in phase with the load voltage and a


Fig. 6.6 Block diagram of electronic tap-changer from control point of view
square-wave current in phase with the load current is generated by full-wave three rectified voltages and currents in phase with the load current (Fig. 6.7), using the analog processor board. Relation of load voltage and load current with the abovementioned signals is specified by the waveforms given in Fig. 6.8.

The reason for generating three rectified signals from the voltage (or current) is to cover a wider range of the voltage with an appropriate precision; for example if one is to cover a load voltage signal up to the maximum $350 \sqrt{ } 2 \mathrm{~V}$, a step-down factor of $\frac{350 \sqrt{2}}{5}=99$ is used, while the maximum load voltage over most times is around the rated value $220 \sqrt{ } 2$. So, the input signal A/D will have amplitude equal to $\frac{350 \sqrt{2}}{99}=3.14$; however, the amplitude of the input voltage of $\mathrm{A} / \mathrm{D}$ converter is permissible 5 V . This is the reason to use three step-down factors; one transfers $350 \sqrt{ } 2 \mathrm{~V}$ into 4.5 V , the next one transfers $300 \sqrt{ } 2 \mathrm{~V}$ into 4.5 V and finally the last one transfers $350 \sqrt{ } 2 \mathrm{~V}$ into 4.5 V . Thus in reading the $\mathrm{A} / \mathrm{D}$ channels if the


Fig. 6.7 Inputs and outputs of analog processor board
voltage amplitude of one channel exceeds 4.5 V , sampling will be done from the next channel in order to be able keep the accuracy as well as to read the higher voltages. This is also true for the current.

The reason for generating digital signals in phase with the voltage and current is that by rectifying full voltage and current waveforms, the zero-crossing type data of these signals demolishes (crossing negative to positive or positive to negative values). This data exists in the voltage and current signals and is given to the microprocessor. Meanwhile, other important characteristics of the voltage and current digital signals, which is perhaps more important than the first one, is that the edges of these two signals determine the zero-crossing of the load voltage and current, and this is a useful information. Particularly, zero-crossing current is vital for switching at the zero current. Therefore, voltage and current digital signals contain the type and zero-crossing locations of the load voltage and current.

The general strategy of designing the software is based on the following basis:
(a) Use of the digital voltage edge for:
(a1) evaluation of an half period of the load voltage and consequently estimation of the load voltage frequency (f);
(a2) frequency control.
(a3) starting regular sampling of the voltage and current along an half period over the time interval calculated as follows:

$$
\begin{equation*}
t_{\mathrm{samp}}=\frac{\frac{T}{2}}{\frac{n_{\text {samp }}}{2}} \tag{6.3}
\end{equation*}
$$

where $T / 2$ is the distance of two successive zero-crossing voltage, $t_{\text {samp }}$ is the time between two successive sampling from input analog signals and $n_{\text {samp }}$ is the number of samples during a complete cycle of the input voltage.
(a4) Evaluation of the load power factor

Fig. 6.8 Typical waveforms of input and output of analog processor board

(b) Use of the digital current edge for:
(b1) Evaluation of the load power factor.
(b2) Applying switches command to realize zero-current switching.

By applying the above-mentioned items, the control system has been fully applied. By coming any voltage edge, the half period time, which is now finished, is estimated, then $t_{\text {samp }}$ is evaluated by Eq. 6.3. Following $t_{\text {samp }}$ estimation, the block that is responsible for the regular sampling from voltage and current is begun. The sampling block calculates the instantaneous rms value of voltage ( $V_{\mathrm{rms}}$ ), evaluates rms current value ( $I_{\mathrm{rms}}$ ), estimates $\Delta V$ from $V_{\mathrm{rms}}$ and applies the process of transforming $\Delta V$ to the tap number. At the current edge, the load power factor estimated and the switch commands are applied.

In practice, HIS block is used to detect the digital voltage and current edges and block HSO is utilized to program the regular sampling (starting A/D over regular time intervals). Evaluation of the instantaneous rms value, $\Delta V$ and process of $\Delta V$ transformation to the tap number are done at the location of every voltage sample and interrupt routine A/D. The voltage digital signal is the basis of the system operation. Coming and edge of this signal is the indication of ending a halfcycle of voltage and beginning the next half-cycle. Block HIS detects the edges. At the edges locations, the necessary calculations are carried out and required, sampling and estimating along new half-cycle are programmed. So, practically the control programming is undertaken by the interruption routine HIS (HSIH). One of these programming is the HSO programming for starting A/D along a half cycle over appropriate intervals. HSO does the sampling control in parallel with the program. For every sample taken by A/D the interruption occurs at the end of transformation. At interrupt routine of A/D, estimation of the instantaneous rms value, evaluation of $\Delta V$, transformation process of $\Delta V$ into the tap number are done. Upon the detection of the current edge, HIS block applies the switch commands corresponding to the calculated tap number in routine $\mathrm{A} / \mathrm{D}$ to the drivers of the switches.

Referring to the above explanations, it is clear that the control system operates by the interrupt routine HIS, block HSO and interrupt routine A/D. So, all tasks are carried out in parallel with the main software program.

### 6.3.2 Main Routine of Program

1. Figure 6.9 shows the main program chart. Routine PON makes the system ready to start the control. Transforming the time intervals to $8 \times$ state time and storing them in the predefined rooms in RAM, preparing LCD, estimating some parameters and storing them in RAM (to let these parameters for control process) and preparing some internal blocks of the microprocessor (such as A/D, timer 2, timer 1, HSO) to serve the control, are the tasks done in routine PON. The details of these items are given in Sect. 6.3.2.1.

Following the implementation of PON, implementing the program until the system resets again will be placed in routine MBODY. In this routine, subroutine CONTROLRESET is called by studying the bit of the resent state (CRSTSB)

Fig. 6.9 Flow-chart of main routine of program


Responsibility of this subroutine is resetting and starting the control system, and the most important part of it is starting block HIS for consideration of the edges of the digital current and voltage signals. According to the control logic, if it is
necessary to begin the control process from the start, the state bit CRSTSB becomes 1 in order to call this subroutine. For instance, when the system is reset the above state bit becomes 1 at the end of routine PON. Details of subroutine (CNTROLRESET) are given in Sect. 6.3.2.2.

The next part of routine MBODY is assigned for evaluation of some parameters. Some of these parameters are estimated in order to show them on the display; some have control aspect and are used in the control process. The remaining routine MBODY are assigned considering the switches and the display on the LCD; in other words, they are for adjustments and working with menu and displaying on LCD.

### 6.3.2.1 PON Routine

Calculations and preparations are carried out in this routine; they are done once at the time of switching on the system (or any time that the system is reset as software). These items are as follows:

1. To clear "enable" bit of all interruptions;
2. To give value to stack pointer for utilizing second 256 bytes RAM (SP $\leftarrow$ 200H);
3. Estimating the state time number equivalent to bouncing time of switches and storing them in TBNC in RAM;
4. Preparing to work with LCD.

- Estimating the state time number equivalent with different times of adjustment and storing them in TADJS, TADJM and TADJF.
- Assigning value to MEN and TEXT (MEN $=$ MENFI and TEXT $=$ TEXTF1).
- Calculation of the state time number equivalent to display time on LCD and storing it in TDISP.
- Re-setting and starting.
- Defining new parameters for $\operatorname{LCD}(\Delta, \sqrt{ }, \varphi, \nabla, \mathbf{\Delta}, \boldsymbol{4}, \boldsymbol{\wedge})$.

5. Setting the system in an automatic tap control state $(\mathrm{MANTCH}=01)$.
6. Calculating minimum manual tap adjustment (TAPMIN $=-$ KMAX).
7. Estimating internal parameters KDV and KDV2 and assigning the initial value to DV and DV1 to use in low-pass filter.
8. Assigning INT00 to overhead of timer 1.
9. Preparing timer 2 as time base of block HSO:

- Supplying the clock pulse from the inside ( $\mathrm{ICO} 3.0=0, \mathrm{ICO} .7=\mathrm{X}$ ).
- Programming the clock pulse speed for unit increment in any 8statetime $(\mathrm{ICO} 2.0=0)$.
- Programming for counter-up counting $($ IOC2.1 $=0)$.
- Inactivating internal reset $(\mathrm{IOC} 0.5=\mathrm{X}, \mathrm{ICO} 0.3=0)$.
- Programming counter-up overhead of timer 2 in passing FFFF to 0000 $(\mathrm{ICO} 2.5=0)$.
- Interrupting timer 2 accessibility to interruption INT00 (IOCT. $3=0$ ).

10. Preparing A/D for working with analog signals and transforming correctly.

- Estimating the content of register AD-TIME:

$$
\mathrm{SAM}=\frac{T_{\mathrm{SAM}} \times F_{\mathrm{OSC}}-2}{8}, \mathrm{CONV}=\frac{T_{\mathrm{CONV}} \times F_{\mathrm{OSC}}-3}{2 \times 10}-1
$$

- Programming A/D to use AD-TIME (IOC2.4 = X IOC2.3 = 1)
- Programming pin P0.7 in order that it does not operate as external interrupt pin.

11. Initial preparing of block HSO to operate as center of sampling start.

- Inactivating pins HSO. 4 and HSO. 5 as output HSO (IOC1.6 $=0$, IOC1.4 = 0).
- Activating events lock in CAM (IOC2.6 = 1).

12. Putting the state bit CRSTSB equal to 1 .

### 6.3.2.2 CONTROLRESET Subroutine

This subroutine resets and starts the control operation of microprocessors (resetting timer 1, starting block HIS and etc.). This subroutine has the bit state CRSTSB, the subroutine is called if this bit is 1 . Thus, where it is necessary to reset the control operations in the program, this bit becomes 1 . The following items are performed in sequence:

1. Disabling all interruptions.
2. Resetting the position of panel board switches and their bouncing (TFBNC $=0$, KEYS).
3. Resetting displaying time on LCD (TFDISP $=0$ ).
4. Estimating the ideal half period from ILFREQ and storing it in HPTIM.
5. Storing the rated power factor in COSFI.
6. Resetting tap control and applying command of switches equivalent to $\mathrm{T}=0$ to switches (TAPNO, PATT, SWPN).
7. Resetting the sampling from voltage and current (SV2SAMP $=0$. SI2SAMP $=0$ ), resetting storing voltage samples VSAMP bank $\left(\mathrm{V}_{\mathrm{rms}}=0\right.$, $\left.\mathrm{I}_{\mathrm{rms}}=0\right)$ and setting channel 0 for voltage $(\mathrm{VCH}=0)$ and channel 4 for current $(\mathrm{CCH}=4)$.
8. Programming $\mathrm{A} / \mathrm{D}$ for starting by HSO and 10 bit conversion (ADCOMMAND $=00 \mathrm{H}$ ).
9. Preparing timer 1 for timing time intervals and also timing half period (registers TIMI reset, assigning value to bits HPMSXSB, TIOVSB and activating interrupt of overhead of timer 1).
10. Zeroing a half period number ( $\mathrm{NPNO}=0$ ).
11. Initial assigning to the load type ICLSB $=1$ ).
12. Preparing and starting block HSI to consider current and voltage digital signals.

- Inactivating HIS. 0 (voltage digital dignal) and HIS. 1 (current digital signal).
- Reflushing FIFO.
- Determining HSI. 0 and HIS. 1 modes to consider both falling and rising edges (HIS-MODE $=0001111$ ).
- Activating INT02 to generate interrupt HSIH when register hold of HIS is filled (IOC1.7 = 0, INTMASK.2-1).
- Activating interrupt INT14 to generate interrupt when FIFO is filled (INTMASK1.6 = 1).
- Starting block HIS through activating HIS. 0 and HIS.1.

13. Activating the "enable" bit for all interrupts.

### 6.3.3 Implementation of Control Logic (HIS, HSO, A/D, Timer 1 and Timer 2)

Interruption routine HIS, HSO block, interrupt routine A/D and timers 1 and 2 as the time base of HIS and HSO are implemented the basis of control logic. Among the above-mentioned blocks, HIS plays a more basic role. This block controls all cases by examining the edges of the digital voltage and current. It starts the sampling from voltage and current (undertaken by HSO and A/D). Among two digital voltage and current inputs, the digital voltage is more important and frequency estimation (half cycle) and starting HSO and sampling occur at the edges of this signal (edges of digital current are examined only for calculation of power factor and application of switches commands). Figure 6.10 shows the operation of the control system at the instant of resetting the system based on the digital voltage.

It is noted that HSIHV is implemented at the voltage edges and HSIHV at the current edges. Block HSO has no definite routine but is implemented at appropriate times according to HSIHV programming and AD (consisting of ADV and ADC ) is implemented after each $\mathrm{A} / \mathrm{D}$ conversion.

### 6.3.3.1 Flow-Chart of Interrupt Routine HIS (HSIH)

Figure 6.11 presents the flow-chart of HIS interruption routine. Meanwhile, HIS from timer 1 is used as a time base, so interruption routine of timer 1 is also shown in Fig. 6.12. It is noted that the zero-crossing of voltage and current digital signals


Fig. 6.10 Explanation of control system operation from resetting time of system based on voltage digital signal
are detected by block HIS. This block uses timer 1 as a time base. In order to control and evaluate the distance between edges correctly, state bits T1OVSB and HPMAXSB are defined. In fact, TIOVSB is the complementary of timer 1 value. If timer 1 overheads, this bit becomes 1 until the value of this timer is used. It is known that it is already overhead.

When an edge comes, in interrupt routine HIS (USIH):
(a) Interrupt HIS disables such that it does not generate interrupt for coming new interrupt during the processing the present edge.
(b) Its event and time is stored. Event information is in HIS-STATUS, time information is in HIS-TIME and bit state is in TIOVSB that are stored in HSISTI, HSITIMI, T1OVISB respectively.
(c) If the edge is the voltage edge or edge of voltage/current:

- Pin HIS. 0 (digital voltage) is inactivated, so far another voltage event was not basically observed.


Fig. 6.11 Flow-chart of interrupt routine HIS (HSIH)

Fig. 6.12 Interrupt routine of timer 1


- HIS. 1 pin (digital current) is activated only in the voltage edge case and is inactivated in the voltage/current edge case.
- Interrupt of timer 1 is inactivated. The reason is that if the edge occurs close to the overhead time of timer 1 and probably overhead of timer is half-cycle error, overhead of the timer during edge processing which does not generate interruption. Then two cases may be occurred:
- Edge acceptance: $\mathrm{T} 1 \mathrm{OVSB}=0$, T1OVISB $=0$, determination of HPMAX based on VZCT value and activating timer 1 interrupt.
- Edge non-acceptance: no change of TIOVSB, no change of HPMAX and activating timer 1 interrupt.
(d) If the edge is the current edge:

Pin HIS. 1 (digital current) is inactivated, so far another voltage event was not basically observed and processing on this edge ends. An important point concerning block HSI is noted here, it is possible to fill FIFO due to successive edges. To pay attention to this case, FIFO FULL interrupt in control system is also activated and its interrupt routine is called HSIF. In this interrupt routine, six filled rooms (of seven rooms) are called and discarded and only information of the 7th event (last one) is preserved for processing (Fig. 6.13). Although their information is discarded, there is at least a control on the discarded information. Of course,

Fig. 6.13 Flow-chart of interrupt routine HSIF

other strategies can be employed for discarding FIFO information and discards the information after processing.

### 6.3.3.2 Flow-Chart of Interrupt Routine of $\mathrm{A} / \mathrm{D}$ (AD)

Figure 6.14 shows the flow-chart of interrupt routine A/D.
Basically A/D is ready to start and sample the voltage by block HSO. When this task is performed at the location of each sample, program implementation is transferred to the interrupt routine AD (section ADV ). When the sample voltage processing is finished in ADV , routine AD is ready to sample the current and start. This time, implementation of the program is transferred to AD (section ADC) at the end of sampling. At the end of the current sampling process, $\mathrm{A} / \mathrm{D}$ is ready to start by HSO and sample the voltage at the location of the next sample ( $t_{\text {samp }}$ second latter).

### 6.3.3.3 Flow-Chart of Interrupt Routine of Timer 2 (T2OV)A/D (AD)

Timer 2 interruption is activated in interrupt routine HIS (HSIH). In this case, timer 2 is used as time base for HSO, and during HSO starting for sampling in HSIH, in addition to starting A/D for HSO, resetting timer 2 is also defined, as such that after resetting of timer 2 it always rests at any $T_{\text {samp }}$; and this is the reason that the overhead of timer 2 will not occur at all. So, if program implementation transfers to T 2 OV , it means that timer 2 does not set on-time and this in turn will announce the error of block HSO of the microprocessor. In interrupt routine of T2OV, system is reset.


Fig. 6.14 A/d Interrupt routine (AD)

### 6.3.4 Display and Regulations of System

### 6.3.4.1 LCD

The menu of the system has been built on a $20 \times 20$ LCD. Data is exchanged with LCD as 4 bits and thus 7 bits are assigned for the control. Therefore, a latch of output ( 8 bits) with address 8000 H controls the LCD by assigning the following bits:

Latch Output Lines:

| 7 | 6 | 5 | 4 | 3 | 2 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ |
| X | E | $\overline{\text { SW }}$ | RS | DB7 | DB6 | DB5 | DB4 |

Of course, it is also possible to exchange 8 bits data with the LCD, but in order to save the output consumptions, 4 bits data exchange is used.

To begin using the LCD, resetting and initializing is needed. At this end, subroutines LCDI4 and LCDR4 are developed. In these subroutines, the resetting and initializing cycles of the LCD are performed according to the catalogue. On the other hand, use of LCD involves sending data and instruction with LCD. To do this, subroutines LCDWD4 and LCDWi4 have been developed (based on the LCD catalogue). To send data or instruction, it is enough to place its 6 bits value in registrar called AXB (which already defined in RAM) and the above subroutines are called.

Other subroutines developed to use LCD are LCD14 AND LCDL24, These subroutines put the cursor at the beginning of line 1 and line 2 of LCD respectively, so as to make it possible to write the arbitrary characters on the proposed line.

Therefore, the six subroutines proposed in Table 6.2 have been developed to work with the LCD.

Table 6.2 Six developed subroutines for LCD operation

| Operation | Subroutine name |
| :--- | :--- |
| LCD R4 | Performing LCD reset cycle |
| LCD 14 | Initializing LCD cycle |
| LCD W14 | Sending instruction yo LCD (AXB must <br> be already filled) |
| LCD WD4 | Sending data to LCD (AXB must be already filled) <br> LCD L14 |
| Transferring cursor to beginning of 1st line <br> of LCD |  |
| LCD L24 | Transferring cursor to beginning of 2nd line <br> of LCD |

Table 6.3 List of non-exist characters in LCD internal table and defined for LCD at initializing stage

| Character | Assigned code |
| :--- | :--- |
|  | 00 H |
| $\Delta$ | 01 H |
| $\boldsymbol{\nabla}$ | 02 H |
| $\Phi$ | 03 H |
| $\sqrt{ }$ | 04 H |
| $\Delta$ | 05 H |

The LCD is initialized only once at the beginning of the system switch-on (PON routine). It means that first LCDR4 and then LCD14 are called. This is sufficient for initialization. Henceforth, in any part of the program, different jobs can be performed by the other four subroutines.

Here, some specific characteristics which do not exist in Table 6.2 are also used. For this reason, these characteristics have been defined for LCD at the initializing stage. These characteristics have been introduced in Tables 6.3 and 6.4.

### 6.3.4.2 Menu of Display Page

There is a main page on the menu that is shown on the LCD immediately after is switched-on the system. Access to the next pages by enter key and previous pages by escape key is possible. If there are more than two lines written on the LCD in one page of data menu, upper and lower lines are visible by up and down keys.

As seen, all pages of the menu have been classified into 5 groups. In this classification, all pages that are ramified from a specific page are placed in one group. Then one number is assigned to every page of the menu. The most left digit of this number is the number of the page group and the next digits are the number of page group in its group. For the pages that are alone in its group, row number 1 is considered (See Table 6.5).

Assigning a row number to a page in a particular group is totally arbitrary. Number of rows begins from 1 and number is assigned to different pages in upward to downward sequence.

To call group 3 pages, row numbers from 1 to 16 are continuous and all at once row number 20 is assigned to a page that comes from page 01 . This is also totally arbitrary and is done due to the different types of that page in comparison with other pages of group 3 .

It should be noted that other criterion that is considered in grouping the page, is that all pages in which the number adjustment is done are placed in group 3. In other groups, display and displacement in the menu is merely carried out. This is exactly the reason that from manual tap adjust in 0 group goes all at once to group 3 in manual control state, in order to change the tap. So group 3 is also called adjust group.

Table 6.4 System display menu pages


Table 6.5 Assigning number to every page of menu

| Group | Existing pages |
| :--- | :--- |
| F | F 1 |
| 0 | 01 |
| 1 | $11,12,13,14$ |
| 2 | $21,22,23,24$ |
| 3 | $31,32,33,34,35,36,37,38,39$ |
|  | $310,311,312,313,314,315,316$ |
|  | 320 |

### 6.3.4.3 Keys

To put the menu in the practice and to do adjustment in the group 3 of menu, four keys, namely enter' escape' up' and down' are considered. Operation of any key depends on the menu page. This is the reason that operation of each key in

Table 6.6 Keys codes and corresponding operation to each code

| Enter code | Operation |
| :---: | :---: |
| 0 | - |
| 1 | Displacement in menu with no condition |
| 2 | Displacement in menu with given condition |
| 3 | Save number task |
| 4 | Item save task |
| Escape code | Operation |
| 0 | - |
| 1 | Displacement in menu |
| Up and down code | Operation |
| 0 | - |
| 1 | Displacement between page items |
| 2 | Timing adjustments of number |
| 3 | Adjustments of number as unit by unit with save task |

different pages are identified and coded. Then in table MEN related to each page, its operating code is given to the microcontroller based on the operation of each key. Table 6.6 gives the key codes and the corresponding operation with each code. Table 6.7 shows that what is the code of each key in each page of the table.

The keys positions are examined in MBODY1. Examination of the keys is done by priority. The priority of the keys is from upper priority enter, escape, up and down respectively. When a key with higher priority is active, examination of the lower priority is ignored; while a key is active or newly activated, it continues to be active considering a code that the key has in that page of the menu. Figures $6.15,6.16$ and 6.17 show the procedure for this.

The following points must be noted about flow-charts of Figs. 6.15 and 6.16:

1. In the examination of keys, the meaning of $00,01,10$ and 11 has been introduced in Table 6.8.
2. ADJNUM is a word that has been defined in RAM. When we enter a new page by passing enter key, if code of the enter in this page be equal to 3 (it means that adjustments are done by down/up keys) a numerical value that is desired to be adjusted, is placed in ADJNUM until adjusts keys down/up, ADJNUM (not numerical value itself) and then the adjusted value (ADJUNM) is stored in the main number location by reactivating the enter key.
3. This is always the case that if a key be active (either now or before), after giving an appropriate service to the key itself, examination of the next keys is ignored because of priority of the keys.

The following points must be noted about flow-charts of Figs. 6.17 and 6.18:

1. In the examination of the keys, meaning of $00,01,10$ and 11 have been introduced in Table 6.8.
2. Refer to flow charts (Figs. 6.15, 6.16) for explanation of ADJNUM.

Table 6.7 Code of any key in each page

| Page number | Enter Code | Escape code | Up code | Down code |
| :--- | :--- | :--- | :--- | :--- |
| F1 | 1 | 0 | 0 | 0 |
| 01 | 2 | 1 | 1 | 1 |
| 11 | 1 | 1 | 1 | 1 |
| 12 | 0 | 1 | 1 | 1 |
| 13 | 0 | 1 | 0 | 0 |
| 14 | 0 | 1 | 1 | 1 |
| 21 | 1 | 1 | 1 | 1 |
| 22 | 1 | 1 | 1 | 1 |
| 23 | 1 | 1 | 1 | 1 |
| 24 | 1 | 1 | 1 | 1 |
| 31 | 3 | 1 | 2 | 2 |
| 32 | 3 | 1 | 2 | 2 |
| 33 | 3 | 1 | 2 | 2 |
| 34 | 3 | 1 | 2 | 2 |
| 35 | 3 | 1 | 2 | 2 |
| 36 | 3 | 1 | 2 | 2 |
| 37 | 3 | 1 | 2 | 2 |
| 38 | 3 | 1 | 2 | 2 |
| 39 | 3 | 1 | 2 | 2 |
| 310 | 3 | 1 | 2 | 2 |
| 311 | 3 | 1 | 2 | 2 |
| 312 | 3 | 1 | 2 | 2 |
| 313 | 3 | 1 | 2 | 2 |
| 314 | 3 | 1 | 2 | 2 |
| 315 | 3 | 1 | 2 | 2 |
| 316 | 4 | 1 | 1 | 1 |
| 317 | RESERVED |  |  |  |
| 318 | RESERVED |  |  |  |
| 319 | RESERVED | 1 |  | 3 |
| 320 | 0 |  |  |  |
|  |  | 1 |  | 2 |

3. In the case that key up/down is already active (11), only in the case of adjusting the number (up/down $=2$ ), the key affects the adjustment. So, the number increases automatically. Rate of the adjustment and the value of decrease/ increase is controlled by resister ADJI.

### 6.3.5 Process of Converting $4 V$ into Tap Number and Keys Commands

The curve that converts value of $\Delta V\left(\Delta V=V_{\text {ref }}-V_{\mathrm{rms}}\right)$ into the tap number is a step curve with hysteresis as shown in Fig. 6.19. In this curve the width of steps is 2 a and the value of the curve on every interval $[(2 k-1) \mathrm{a},(2 k+1) a]$ is a constant value ( $k$ is the tap number). Limits of $k$ variations is: $k=$ $-24,-23, \ldots, 0, \ldots, 24$ and therefore $|k| \leq k_{\max }=24$.


Fig. 6.15 Flow-chart of serving enter key


Fig. 6.16 Flow-chart of serving escape key


Fig. 6.17 Flow-chart of serving up key

Table 6.8 Meaning of values in study of key

| Present state | Past state |  |
| :--- | :--- | :--- |
| Inactive | Inactive | 00 |
| Active | Inactive | 01 |
| Inactive | Active | 10 |
| Active | Active | 11 |

As shown in Fig. 6.19, the curve has a hysteresis with width of $2 \Delta V_{\text {offset }}$ :

- for rising $\Delta V: T=k ; \Delta V \in\left[(2 k-1) a+\Delta V_{\text {offset }},(2 k+1) a+\Delta V_{\text {offset }}[\right.$
- for falling $\Delta V: T=k ; \Delta V \in\left[(2 k-1) a-\Delta V_{\text {offset }},(2 k+1) a-\Delta V_{\text {offset }}[\right.$

For $\Delta V$ values over $|\Delta V|>\left(2 k_{\max }+1\right) a$ range, the curve saturates and its value will remain equal to its value at $\mid \mathrm{kl}=24$.

Considering the above description, in order to introduce the curve, it is enough to introduce the steps width $(\mathrm{DVSW}=2 \mathrm{a})$, hysteresis value $\left(\mathrm{DVOFF}=\Delta V_{\text {offset }}\right)$ and maximum tap number (KMAX - $\mathrm{k}_{\max }$ ).

To avoid the use of negative numbers, the curve is shifted to the right on the horizontal axes by $\left(2 \mathrm{k}_{\max }+1\right)$ a and to the up on the vertical axes by $\mathrm{k}_{\max }$, so Fig. 6.20 is obtained.

Therefore, instead of $\Delta \mathrm{V}$ in the program, x is calculated and so the value of SWPN is obtained from the curve. In such a case, the actual value of T is equal to: SWPN - $\mathrm{k}_{\text {max }}$.

Process of converting $\Delta \mathrm{V}$ into the tap number has been shown in block diagram of Fig. 6.21.

### 6.4 Experimental Results

A prototype electronic tap-changer has been built according to the specifications and descriptions given in the previous sections of this chapter and then it has been tested. The test results are presented in the next sections under open-loop and closed-loop performance of the tap-changer [2].

### 6.4.1 Open-loop Performance

The first step in testing any power electronics equipment is its open-loop performance checking. In the open-loop case, the power part of the equipment and also command signals generation part from control section are tested and their performances are investigated. To do the open-loop test, a test software has been developed and arranged as such that the tap number starts from its minimum value $(-24)$ and then one number is added to it at any cycle (at the rising edge of the voltage digital signal), until the tap number reaches zero. At tap number 0 the


Fig. 6.18 Flow-chart of serving key down


Fig. 6.19 Hysteresis curve to convert $\Delta \mathrm{V}$ to tap number
cycle is stopped and the trend of rising the tap number continues from 0 to its maximum value $(+24)$. When the tap number approaches +24 , at the next cycle the tap number jumps to -24 . Figure 6.22 presents the tap-changer output voltage in the no-load case for the above-mentioned test software. This figure shows different cases for the output voltages. Meanwhile, the linear steps of the output voltages are clear in the figure. Capability of jumping from the largest tap number to the lowest one has been also shown in Fig. 6.22.

Figure 6.23 presents the voltage output waveform for the same test software in on-load case (load current equal to 5 A ). The voltage drop is about 1 V .

### 6.4.2 Closed-loop Performance

Following the open-loop test and verifying the power part and, switches drivers and also command signals generation part, the closed-loop test is carried out in order to show the capabilities of the closed-loop control system in output regulation. In the following parts, the closed-loop performance is presented under the line regulation and load regulation,


Fig. 6.20 Shifting curve of Fig. 6.19 to avoid negative values


Fig. 6.21 Block diagram of process of converting $\Delta V$ to tap number

### 6.4.2.1 Line Regulation

The purpose of the line regulation is adjusting the output voltage against input voltage changes. The case of the examination of the line regulation, the load current is fixed. Figures $6.24,6.25$, and 6.26 present the tap-changer output voltages for input voltages equal to $176 \mathrm{~V}, 206 \mathrm{~V}$ and 241 V respectively. The tap numbers in these figures are equal to 23,4 and -12 respectively. These three figures show that in spite of changing the input voltage, amplitudes of the output voltages have been remained constant. Figures $6.27,6.28$, and 6.29 show the

Fig. 6.22 Tap-changer output voltage waveform in no-load case using test software (open-loop)


Horizortal axis 0.5 and Vertical axis 174 V


Horizontal axis: 0.05 s
Vertical axis: 220 V

Fig. 6.25 Tap-changer output voltage waveform for input voltage 206 V in no-load case


Horizontal axis: 0.05 s
Vertical axis: 220 V


Horizontal axis: 0.05 s
Vertical axis: $\mathbf{2 2 0} \mathrm{V}$


Horizontal axis: 0.05 s
Vertical axis: 220 V

Fig. 6.28 Tap-changer output voltage waveform for input voltage 206 V and 5 A load case


Horizontal axis: $\mathbf{0 . 0 5 \mathrm { s }} \quad$ Vertical axis: $\mathbf{2 2 0}$ V

Fig. 6.29 Tap-changer output voltage waveform for input voltage 241 V and 5 A load case


Horizontal axis: 0.05 s
Vertical axis: 220 V
tap-changer output voltages at the case of 5 A load current for input voltages equal to $179 \mathrm{~V}, 206 \mathrm{~V}$ and 241 V respectively. The tap numbers in these figures are equal to 23,6 and -11 respectively. It is clear from these figures that the output voltages are fixed. Figure 6.30 shows the primary current waveform in this case.

Up to now, the line static regulation has been shown. Now input voltage is manually changed by an auto-transformer and transient output voltage is examined. This is called the line dynamic regulation. In all following tests the integrator factor has been fixed on 10, except the opposite is mentioned. Figure 6.31 presents the output voltage waveform in the no-load case for quick rising of the input voltage from 175 V to 240 V . Tap number 23 changes to -10 . It is observed that the output voltage returns to its initial value after about 5 cycles. Figure 6.32 shows the output voltage waveform in the no-load case for a quick dropping of the input voltage from 240 V to 188 V . Tap number -10 changes to 16 . In this case it

Fig. 6.30 Transformer primary current waveform for 5 A load case


Horizomtal axis 0.05 s and Vertical axis 4 A


Horizontal axis: 0.1 s and Vertical axis 220 V
is clear that the output voltage returns its initial case after about 5 cycles. Waveforms of Figs. 6.33 and 6.34 present the output voltage waveforms at load current of 5 A for input voltages of 178 V to 239 V and from 250 V to $195 V$ respectively. The tap numbers in the above-mentioned cases are changed from 23 to -10 and -14 to 12 respectively.

In order to present the large changes of the tap due to the transient mode of the power supply and noises of the system, a low-pass filter software has been placed after comparison of the rms value with the reference value. The output voltage waveforms for quick changes of the input voltage including this filter have been shown in Figs. 6.35, 6.36, 6.37, 6.38). It is clear that the closed-loop system will be second-order by adding this filter and a few oscillations in the responses are visible.

Figure 6.39 shows the tap-changer output voltage waveform for integrator factor equal to 50 . As was predicted, in this case the output voltage is oscillatory.

Fig. 6.32 Tap-changer output voltage waveform in no-load case for quick drop of input voltage from 240 V to 188 V

Fig. 6.33 Tap-changer output voltage waveform for 5 A load and quick rise of input voltage from 178 V to 239 V

Fig. 6.34 Tap-changer output voltage waveform for 5 A load and quick drop of input voltage from 250 V to 195 V


Horizontal axis; 0.1 s and Vertical axis: 220 V


Horizontal axis: 0.1 s and Vertical axis 220 V


Horizontal axis: 0.1 s and Vertical axis 220 V

Fig. 6.35 Tap-changer output voltage waveform in no-load case and for quick rise of input voltage from 170 V to 220 V with low-pass filter software


Horizontal axis: 0.1 s and Vertical axis 220 V


Horizontal axis: 0.1 s and Vertical axis 220 V


Horizontal axis: 0.1 s and Vertical axis: 220 V

Fig. 6.38 Tap-changer output voltage waveform for 5 A load and quick drop of input voltage from 238 V to 199 V with low-pass filter software


Horizontal axis: 0.1 s and Vertical axis 220 V


Horizontal axis: 0.1 s and Vertical axis 220 V


Horizontal axis: 0.1 s and Vertical axis 220 V

Fig. 6.41 Tap-changer output voltage for change of load current from 0 to 5 A at input voltage 224 V


### 6.4.2.2 Load Regulation

The load regulation is fixing the output voltage against the load current changes. In this case, the input voltage is kept constant. Figures 6.40 and 6.41 present the output voltage changes for sudden interruption and sudden transformer energizing at input voltage equal to 224 V respectively. In these waveforms, the output voltages return to their initial value after 5 cycles. It is noted that in order to show the changes of the output voltages in these two figures, the vertical axes scale are taken to be larger.
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## Chapter 7 <br> Conclusions and Suggestions

### 7.1 Conclusion

The most important results described in the previous chapters are briefly expressed in this chapter.

- Application of the full-electronic tap-changer is preferred to the conventional mechanical tap-changer. The reasons are discussed below.


## 1. Low Cost of Maintenance and Service

Tap changing in the mechanical tap-changer generates arc in the contacts of the diverter switches. This arc causes contamination of the oil surrounding the diverter switches and also leads to the erosion of their contacts. Meanwhile, the whole tap changing process in the mechanical tap-changer is basically performed mechanically. Therefore, in the mechanical tap-changers the conditions of oil, contacts and mechanical moveable parts must be examined regularly and are serviced if necessary. However, there is no arc in the full-electronic tap-changer during the tap-changing and also no moveable mechanical part. So, their maintenance cost is very low and almost zero.

## 2. High Speed

The tap-changing process in the mechanical tap-changers is slow because of its mechanical nature and also the required time for storing the necessary energy for an appropriate implementation of the tap changing process. In the resistor tap-changers, tap changing from tap number 1 to tap number 19 takes about 100 s , while this takes $\mu \mathrm{s}$ in the full-electronic tap-changers. The reason is that the switching in solid-state switches is very high, which leads to the high speed of the tap changing process.

## 3. Jumping in Tap-changing

In the full-electronic tap-changers, the circulating current between the taps is basically zero. Therefore, jumping in the tap changing is possible. There is not such a choice in the mechanical tap-changers due to their mechanical limits and circulating current.

## 4. Better Capability and Performance

High speed and controllability of the solid-state tap-changers and also lack of mechanical limits in the switches arrangement lead to better capability and performance of the full-electronic tap-changers. Some of these capabilities are as follows:
(a) Achieving higher number of steps, tap number and also lower solid-state power switches; these capabilities arise from the lack of limitation in the solid-state power switches arrangement.
(b) Proposing the full-electronic tap-changer as a fast static regulator such that it is considered as a custom power tools in power quality. It can mitigate sag and also flicker in power systems.

In order to replace the mechanical tap-changers by the full-electronic tapchangers, the latter tap-changers must have the following features:

## 1. Low Cost

Application of the solid-state power switches in the full-electronic tap-changers raises their cost. So, to modify the price, it is necessary to use the low number of switches and minimum voltage and current.

## 2. High Reliability

3. Standing higher than the rated current and voltage in the fault conditions in network

For the fault conditions of the network (such as short circuit or voltage rise due to the lightning etc.). The voltage and current become higher than their rated values. The full electronic tap-changer must be designed such that it could stand these conditions and does not burn.

- Since reducing the costs of the full-electronic tap-changer is the most important aim in its design, the main goals in the design of the power part of the tap-changer are taken as follows:

1. Minimal number of the solid-state power switches and their voltages and currents.
2. Minimal number of the transformer taps.
3. Maximal Number of the voltage steps in the output voltage regulation range in order to increase the regulation accuracy.
To satisfy the above-mentioned goals, the process of designing the power section of a full-electronic tap-changer is divided into two steps:

Step 1: Design of the winding taps structure as such that criterion $C_{1}$ is maximized:

$$
\begin{equation*}
C_{1}=\frac{\text { Achievable voltage steps number }}{\text { Transformer taps number }} \tag{7.1}
\end{equation*}
$$

Step 2: Switches configuration design for the designed winding taps in the first step is as such that criterion $C_{2}$ is maximized:

$$
\begin{equation*}
C_{2}=\frac{\text { Realizable voltage number }}{\text { Number of switches }} \tag{7.2}
\end{equation*}
$$

- According to criterion $C_{1}$, the optimal structure of the taps winding is as shown in Fig. 7.1 and its related criterion is $v^{i} / 3 i$.

Fig. 7.1 Optimal structure for taps winding for criterion $C_{1}$


Fig. 7.2 Optimal configuration for switches based on criterion $C_{2}$


- For non-repetitive achievable voltages in optimal structure of Fig. 7.1 which vary linearly with equal steps, the following steps must be satisfied:

$$
\begin{equation*}
V_{n_{j 1}}=7^{j-1} V_{\text {step }} ; \quad V_{n_{j 2}}=2 \times 7^{j-1} V_{\text {step }} ; \quad \mathrm{j}=1,2, \ldots, i \tag{7.3}
\end{equation*}
$$

where $V_{n j 1}$ and $V_{n j 2}$ are the voltages corresponding with windings $n j 1, n j 2$ and $V_{\text {step }}$ is the achievable step voltages.

- According to criterion $C_{2}$, the optimal configuration of switches is as shown in Fig. 7.2 and the related criterion is equal to $\frac{K^{2}-K+1}{2 K}$ where $K$ is the taps number.
- Considering the optimal structure of taps winding (Fig. 7.1) and optimal configuration of Fig. 7.2, the optimal topology of the power part of the full-electronic tap-changer is suggested as shown in Fig. 7.3. In the optimal topology of Fig. 7.3, the governing equations are:

$$
\begin{align*}
\text { Number of } \operatorname{taps}\left(N_{T}\right) & =3 i \\
\text { Number of solid-state bidirectional switches }\left(N_{S}\right) & =6 i  \tag{7.4}\\
2 V_{n j 1} & =V_{n j 2}=2 \times 7^{j-1} V_{\text {step }}
\end{align*}
$$

- If the cost criterion for the power part of the full-electronic tap-changer is expressed as follows:

$$
\begin{equation*}
C_{3}=\alpha_{N_{T}} N_{T}+\alpha_{N_{S}} N_{S} \tag{7.5}
\end{equation*}
$$

where $N_{T}$ is the taps number, $N_{S}$ is the solid-state power switches (bi-directional) number and $\alpha \mathrm{N}_{v}$ and $\alpha N_{S}$ are the related weighted cost of each tap and switch respectively. So, the topology of Fig. 7.3 will have the minimal $C_{3}$ where

Fig. 7.3 Suggested optimal topology for power part of a full-electronic tap-changercombination of optimal structure of windings of Fig. 7.1 and optimal configuration of switches of Fig. 7.2

$\frac{\alpha_{N_{S}}}{\alpha_{N_{T}}}<3.37$. It means that the price of adding a bi-directional solid-state switch is less than 3.37 times of the adding a tap. If this condition does not satisfy, then criterion $C_{3}$ related to Fig. 7.4 will be minimal.

- If in the estimation of the price of the power section the full-electronic tapchanger, the voltage of the solid-state switches also intervene, criterion $C_{4}$ can be suggested for cost estimation:

Fig. 7.4 Optimal topology according to cost criterion $C_{3}$ with condition of: $\frac{\alpha_{N_{S}}}{\alpha_{N_{T}}}>3.37$


$$
\begin{equation*}
C_{4}=\alpha_{N_{T}} N_{T}+\alpha_{V} \sum_{j=1}^{N_{S}} V_{j} \tag{7.6}
\end{equation*}
$$

- Considering criterion $C_{1}$, if $\frac{\alpha_{N} V_{\text {step }}}{\alpha_{N_{T}}}<X$, topology of Fig. 7.3 and if $\frac{\alpha_{N} V_{\text {step }}}{\alpha_{N_{T}}}>X$, topology of Fig. 7.4 will be optimal. Value of $X$ depends on the value of $N_{V}$. Table 7.1 presents the values of $X$ for three values of $N_{V}$.
It is noted that if the condition $\frac{\alpha_{N} V_{\text {step }}}{\alpha_{N_{T}}}>X$ is satisfied, in the best conditions, topology of Fig. 7.4 is only $6 \%$ better than that of Fig. 7.3, from cost criterion $C_{1}$ point of view.
- By comparing the possible suggestions for realization of the bi-directional solidstate switches, Fig. 7.5 has been selected:

Table 7.1 Values of $X$ for different $N_{V}$

| $\mathrm{N}_{\mathrm{V}}$ | X |
| :--- | :--- |
| 25 | 1 |
| 50 | 0.6 |
| 75 | 0.5 |

Fig. 7.5 Selected structure for realization of bidirectional solid-state switches


It is also possible to use the fast solid-state switches such as MOSFET and IGBT in Fig. 7.5, because there is the capability of controlling the direction of the current.

- Assuming a prefect sinusoidal current, efficiency of the electronic tap-changer is obtained as follows:

$$
\begin{equation*}
\eta=1-0.9 \times \frac{\left(V_{\gamma}+V_{\mathrm{CE}_{\mathrm{sat}}}\right)}{V_{n}} \times n \tag{7.7}
\end{equation*}
$$

where $n$ is the number of the bi-directional switches in the current path, $V_{n}$ is the rated voltage of the transformer in the tap-changer side. Meanwhile, $V_{\gamma}$ is the voltage drop on diodes $D_{a}$ or $D_{b}$ in the on state and $V_{C E s a t}$ is the drop of switchin states of switches $S_{a}$ or $S_{\mathrm{b}}$. For example if the following values are considered for the above-mentioned parameters, then efficiency of the electronic tapchanger will be equal to $99.89 \%$.

$$
\begin{equation*}
n=6, V_{\gamma}+V_{\mathrm{CEsat}}=4 \mathrm{~V}, V_{n}=20 \mathrm{kV} \tag{7.8}
\end{equation*}
$$

- Considering the following reasons, the current commutation process in the bidirectional switches must be carried out with specific care:

1. During the commutation, both bi-directional switches must not be switchedoff simultaneously. This means closing the current path and creating high voltages.
2. During the commutation, both di-directional switches must not be switchedon simultaneously. This means the short circuiting the taps and creating the high circulating currents.

Therefore, during the dead-time commutation, the over-lapping time are not permissible, so, the usual commutation methods in bi-directional switches cannot be used.

- By comparing two commutation methods in the bi-directional switches, the commutation method based on the voltage values has been selected to use here. Table 7.2 compares these two commutation methods briefly according to the current direction and voltage value.
- Considering leakage inductance of taps windings $L_{\mathrm{lt}}$, there will be an over voltage equal to $L_{1 \mathrm{t}} \alpha$ on the solid-state switches where $\alpha$ is the slope of current dropping to zero in the solid-state switches, following their zero gate command. To damp this over voltage, inserting a capacitor $C$ on the tap terminals is

Table 7.2 Comparison of commutation methods according to current direction and voltage value in bi-directional switches

| No. | Commutation type | Current sensor | Sensitive to current direction change during commutation | Short circuit risk due to measurement error | Required number of stages in commutation |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Current direction base | Yes | Yes | Yes | 4 stages can be reduced to 2 stages |
| 2 | Voltage value base | No | No | Yes | 4 stages |

suggested. By inserting this capacitor, the over voltage will be equal to $I_{L} \sqrt{\frac{L_{\mathrm{t}}}{C}}$ where $I_{L}$ is the load current at the commutation time. For example, if $L_{\mathrm{lt}}=200 \mu \mathrm{H}$ and $I_{L}=40 \mathrm{~A}$, then $C=8 \mu \mathrm{~F}$ can decrease the over voltage to 200 V , while for non-existence of this capacitor this over voltage will be equal to 20 kV assuming $\alpha=100 \mathrm{~A} / \mu \mathrm{s}$ and this certainly can damage the solid-state switches.

- If commutation occurs only at the zero-crossing load current, then the over voltage at the commutation will be zero (even without snubber capacitor), but the switching losses will also move towards zero. So, the tap must be changed only at the load current zero-crossing instants.
- For comparing the available methods in the modulation of switches of fullelectronic tap-changer, no-commutation case has been selected here. Table 7.3 summarizes the comparison of the modulation methods.
- By comparing the performance characteristics of the mechanical and fullelectronic tap-changers it is obvious that the following differences are essential for the aims and duties of the controller of these two tap-changers.

1. Decreasing frequency of tap-changes in the controller of the mechanical tapchangers is considered as the design goals, while this is not so in the fullelectronic tap-changers.

Table 7.3 Comparison of different modulation methods in a full-electronic tap-changer

| No. | Modulation <br> method | Output <br> additional <br> harmonics | Voltage <br> regulation and <br> control | Possible voltage <br> waveform <br> modification | Switching <br> losses |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | Phase control | Low-frequency | Continuous | No | Average |
| 2 | Discrete pulse | Low frequencies | Non-continuous | No | Average |
| 3 | Pulse width | High frequencies | Continuous | Yes | High |
| 4 | No modulation | No additional <br> harmonics | Non-continuous | No | Low |

2. In the controller of the mechanical tap-changers, any tap position can be changed to the previous or next taps (step by step process), while there is no such limitation in the full-electronic tap-changers.
3. In the controller of the full-electronic tap-changers, it is essential to have a lookup table to store the position of any of the switches corresponding to each output states due to the complicated configuration of taps and also tapchanger switches, while there is no need to have such memory in the mechanical tap-changers.
4. The tap-changing rate is high in the full-electronic tap-changers, therefore it is necessary to apply an algorithm for detecting the amplitude and phase of the sinusoidal variables (such as primary voltage, secondary voltage and load current) quickly and precisely, while tap-changing process in the mechanical tap-changers are slow and averaging methods over a few cycles is suffice.
5. To realize the soft switching conditions in the controller of the full-electronic tap-changers, it is essential to detect the zero current crossing instants and let the tap changing in these instants; however, in the mechanical tap-changers the tap- changing process is slow and such procedure cannot be applied.

- In order to prevent the oscillation of the control system of the full-electronic tapchanger, a dead-zone block is set following the comparison of the amplitude of the output voltage and reference voltage. Dead-band (DB) in this block must satisfy the following condition:

$$
\begin{equation*}
2 D B \geq \frac{V_{1 \max }}{a_{\circ}} \times \frac{\frac{\Delta a}{a_{\circ}}}{1+\left(-2 n_{\max }+1\right) \frac{\Delta a}{a_{\circ}}} \tag{7.9}
\end{equation*}
$$

where $n_{\text {max }}$ is the maximum of the tap number, $a_{0}$ is the transformer turn ratios, $\Delta a$ is the step variations of $a$ with one tap change and $V_{1 \text { max }}$ is the maximum of the primary voltage. Meanwhile, it is noted that increasing DB more than the limit given by Eq. 7.7 causes a permanent steady-state error in the output which is undesirable.

- To design the compensator in the control system of the full-electronic tapchanger, the following new method was suggested:

First the design problem is fully simplified by the following simplifying assumptions; then this simplified problem is solved. Finally, these assumptions are concealed one by one and the required modification is applied to the answer in order to achieve the solution of the main problem.

1st Assumption: All quantities of the system are always sinusoidal.
2nd Assumption: All impedances of the system are ohmic.
$3 r d$ Assumption: Tap changing time is almost zero and the taps can be changed any time.
4th Assumption: Variations of $a$ is continuous.
5th Assumption: There is no delay in the estimation of amplitude and phase of the sinusoidal quantities of system.

- The simplified problem can be solved by an integral compensator. This integral compensator compensates the effect of $V_{1}$ changes and $\left(Z_{T}+Z_{C}\right)_{2} I$ (series impedances drop). The integrator gain determines the system band-width and therefore its speed. Meanwhile, it was noted that the use of feed-forward path for quick selection of an appropriate value for $a$.
- The designed controller will still be valid by concealing the 2 nd assumption. In this case condition 7.8 is essential for the system stability:

$$
\begin{equation*}
\left|\frac{V_{1}}{a}\right|=\left|A\left(V_{\text {ref }}-\left|V_{2 m}\right|\right) V_{1}\right|>\left|Z I_{2} \cos \left(\theta_{\mathrm{z}}+\theta_{\mathrm{I}}\right)\right| \tag{7.10}
\end{equation*}
$$

$Z$ is the phasor of $\widehat{Z}_{T}+\widehat{Z}_{C}$ and $\theta_{Z}$ is its phase. Meanwhile, $I_{2}$ is the phasor of the load current, $\theta_{I}$ is its phase and $A$ is the compensator gain.

- By concealing the 4th assumption, it was clear that after estimation of $\Delta \mathrm{V}$ (difference between the reference and output voltages), it is necessary to add the dead-zone block in the control system. The $D B$ in this block is evaluated using Eq. 7.7.
- Assuming the use of a quick detection method for the amplitude and phase of the sinusoidal quantities as such that it could extract the fundamental component from other harmonics, it is also possible to conceal the 1st assumption without any damage to the design.
- Finally, if the 3rd assumption is concealed, it is essential to take a specific care about the selection of the integrator gain. Otherwise, the system will become oscillatory.
- From the comparison of the proposed methods for estimation of the amplitude and phase of the sinusoidal quantities, a numerical matrix method was chosen here. Table 7.4 summarizes the above-mentioned methods.
- Full-electronic tap-changer system with its control part was simulated using Simulink software and simulation results confirmed the accuracy of the designs in the control part of the tap-changer. In this simulation, the behavior of the system against sudden changes in the input voltage and also load current were studied and competence and quickness of system for compensating these changes and quick approaching the output reference were confirmed.
- Considering the capability of the full-electronic tap-changer, this equipment was proposed in power quality as one of the custom power tools (series type) and particularly one of used equipment for mitigation of the voltage sag (which is the most important in power quality problems).
- If all impedances of the system are assumed resistive and there is no limit for $a$, the full-electronic tap-changer compensation is obtained approximately as follows:
Table 7.4 Comparison of different methods for computation of amplitude and phase of sinusoidal quantities

| Number | Evaluation criterion-routine name | Maximum measurement delay | Computation capability amplitude | Phase | Sensitivity to additional harmonics | Complexity of method | Notes |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Use of sinusoidal variable peak | An half cycle | Yes | No | Yes | Very simple |  |
| 2 | Computation of rms value of sinusoidal variable | An half cycle | Yes | No | Yes | Simple | Rms value is calculated over an half cycle |
| 3 | $90^{\circ}$ delay of sinusoidal variable | A quarter cycle | Yes | No | Yes | Simple |  |
| 4 | Fourier transform of sinusoidal variable | One cycle | Yes | Yes | No | Complicated | Sampling over a period |
| 5 | Use of PLL | $t_{s}$ | No | Yes | Yes | Complicated | $t_{s}$ : time for locking PLL |
| 6 | Numerical matrix method | $2 N T_{s}$ | Yes | Yes | No | Medium | $N$ : harmonics no. <br> $T s$ : sampling period |

$$
\begin{equation*}
V_{\mathrm{sag}} \geq 2 \sqrt{\frac{Z_{\mathrm{eq}}}{Z_{L}}} V_{2 n} \tag{7.11}
\end{equation*}
$$

where $V_{2 n}$ is the secondary rated voltage, $Z_{\text {eq }}$ is the network equivalent impedance during the primary fault, $Z_{L}$ is the load impedance and $V_{\text {sag }}$ is the network equivalent voltage during the primary fault.

As shown in Eq. 7.11, a lower $\frac{Z_{\text {eq }}}{Z_{L}}$ ratio will extend the compensation range of the full electronic tap-changer, as such that if the series impedance of the network is kept zero, the tap-changer will compensate $\mathrm{V}_{\text {sag }}$ close to zero.

- Computations for evaluation of the compensation range of the full electronic tap-changer in real conditions (non-zero impedance and limitation for a) lead to the following results:

1. Compensation range is changed by varying the load impedance angle. This compensation is minimal when the angle is equal to the summation of the series impedances.
2. Range of compensation rises for capacitive loads.
3. Range of compensation decreases by increasing the load current.
4. Range of compensation increases by increasing the input voltage.

- An economical method was introduced to compare the full electronic tapchanger with other sag mitigation tools and this method was shown by an example. The evaluation results confirmed that the full-electronic tap-changers cost, their high efficiency and very low maintenance costs provide the most economical equipment for the sag mitigation if distribution density of various sags in a particular case are such that the amplitude of the most sags is higher than $50 \%$.
- To verify the whole design stage (power and control parts) and also simulation results, a low-power ( 5 kW ) prototype full-electronic tap-changer was built and tested. Experimental results confirmed the designs and theoretical predictions based on the simulations.


### 7.2 Suggestions

Further studies are possible in the full-electronic tap-changer which are as follows:

- Designing essential protections for the full-electronic tap-changer:

One of the most important requirements of the full-electronic tap-changer is its capability to stand against over-current and over-voltage during the network faults. So it is essential to design an appropriate protection system [1].

- Evaluation of the reliability of the full-electronic tap-changer system and comparison with the reliability of the mechanical tap-changers and optimization of power part based on the reliability criterion.
- Design of the tap-changer for high power transformer (distribution transformers).
- Optimization of the switches configuration in the full-electronic tap-changer assuming pre-defined structure for taps winding.
- Full analysis of the arc in the mechanical tap-changers, design and optimization of the hybrid tap-changer for reduction of the arc.
- Extending the designs to three-phase case.
- Designing a commutation method for bi-directional switches without current and voltage sensors.
- Designing a digital controller for the full-electronic tap-changer.
- Designing the full electronic tap-changer with soft switching for application of pulsed-width modulation.
- Comparison of the full-electronic tap-changer with PWM and AC/AC converters [2-10].
- Designing a fast detection method for the sag in order to use it in the control system of the full-electronic tap-changer.
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