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Introduction

Beginning 10,000 years ago, in a warming climate with ample water,
farmers domesticated grains and expanded their fields. The growing surplus
sustained a rise in population. Societies grew more complex: new towns
and cities boosted demand for a wide range of artisans and specialists. The
thriving economy enabled political and religious leaders to build elaborate
palaces and monuments: pyramids, ziggurats, and even a sphinx. Complex
societies and civilizations in other regions of the world followed much the
same pattern as they emerged during a long warm phase after the last
glacial maximum, popularly termed the “ice age.”

Consider a different climate trend: a once-fertile region dried out as
prevailing winds shifted, taking away once reliable rains. Salinity in soil
rose. The supply of food shrank. The surplus that once supported large
cities vanished. The population moved away and, in doing so, abandoned
urban complexes and the culture and society associated with their lost
cities. Prolonged, severe droughts have already produced such outcomes,
leading either to the collapse or the retreat of civilizations during the
historic past, and megadroughts associated with climate change threaten to
confront human societies of the present and future with severe challenges.

Yet another complex society faced a shift in climate. Heavier storms
with more intense rains caused more frequent flooding and exacerbated the
risk of famine. Colder winters lowered crop yields at higher elevations.
Those living on the extreme margins in some cases abandoned their
villages, but others turned to more efficient heating sources, and political
authorities improved their ability to provide relief from dearth. Societies
confronting past regional climate change along these lines have suffered
losses, but in some cases have also adapted to shifts in climate.



Each of these scenarios displays the interaction between climate change
and human history. In the first, a climate with favorable conditions for
farming contributed to the rise of a flourishing civilization dependent on
extracting a large surplus from agriculture. In the second scenario, a sharp
shift in precipitation was so severe as to persuade people to migrate away
from their homes. The third scenario exemplifies both the challenges that
climate shifts can pose as well as resiliency and the ability to adapt to
changes in climate. From before the start of human civilization to the
present, climate has influenced human history in many ways. This book
introduces and outlines the vital, complex, and often changing interaction
between climate and human societies.

Scientific and historical methods

Historians have traditionally focused on a wide range of important
historical phenomena to a much greater extent than climate. A conventional
top-down approach to history describes the achievements and failures of
leaders and elites; of prophets, emperors, kings, military commanders,
presidents; or of towering figures who marshaled forces of protest.
Modifying this focus on leaders, historians have adopted multiple
approaches to recast history from other perspectives. Thus, entire fields
focus on social history, economic history, and the history of gender. Some
historians have reversed the top-down approach entirely to look at history
from the grass roots or from the perspective of oppressed or marginalized
groups. With a very few notable exceptions, however, historians until
recently seldom emphasized the role of climate, instead implicitly assuming
that the climate provided a general frame or base for other historical events
and trends. With the surge in interest in climate research, historians over the
last few decades have increasingly included climate as a significant
influence on history.

With very few exceptions no historical event be attributed to a single
cause. To take a few major historical events, neither the French Revolution,



nor the rise of Hitler, nor the collapse of the Soviet Union stemmed from
any single factor. Short of the most extreme natural disaster or catastrophe
of warfare, almost any major event or trend arises from multiple causes. As
this book shows, climate change has influenced human history in many
fundamental ways, but it is also important to keep in mind that climate has
interacted with other factors in affecting history. Thus we should focus
closely on the effects of climate, but we do not presume that any shift in
climate has determined a particular historical outcome without interacting
with other causes.

Both history and climate science are evolving fields. This may seem
more obvious in the case of climate science, but written sources remain
scant or nonexistent for many human societies. Archaeology provides
additional information, but in many cases the study of climate and human
history has yielded more than one possible scenario. One well-known
example is that of the demise of Viking settlements on the vast North
Atlantic island of Greenland. Rather than present only one interpretation,
this book seeks to make clear when research into climate and human history
has yielded more than one interpretation or scenario. In many such cases,
including the case of Greenland, ongoing research may strengthen or
weaken scenarios or may create new models of the interaction between
climate and human history.

Both climate science and historical research can build consensus while
leaving or creating new areas for research and debate. Questions about the
interaction between multiple powerful causes allow for the possibility of
more than one plausible answer. However, both history and climate science
have established many firm conclusions. On the side of history, we possess
increasingly firm information on the timing of human migration. We know
when major civilizations and human societies emerged, and in many cases
we know when their power eroded. We can in many cases make good
estimates of population, and we have a good grasp on the use of different
fuel sources and on the emergence of new technologies. We also possess
detailed political chronologies for many civilizations.



The historical record for investigating the effects of climate change is
paradoxically both dense but also scant, depending on the time and place.
Thus, we have far more direct evidence about certain societies, usually
those that left writing and abundant physical sites, than about human
societies that lacked writing or complex governments.

From the climate science perspective, we have integrated knowledge
from several fields, such as astronomy, geology, and climatology, to
understand the growth and retreat of ice sheets throughout the past 3 million
years, and have established methods that allow us to measure air samples
that date about half as far back. We have routine proxies from various
geological records that lock in climate conditions at various times in Earth’s
past, and emerging new trends in the field that will help address
unanswered questions. We still see the Holocene, the last 11,700 years of
Earth’s history, as a generally stable period with respect to climate, but have
also begun to recognize short-term instabilities in the climate system that
can influence human civilization. There is also an overwhelming consensus
in the scientific community about the impact that human activities are
having on our current climate—a warming trend that is unprecedented since
our ancestors first roamed the planet.

Time scales of climate change

We consider climate and human interactions by focusing on various time
scales, from the long-term changes in global climate that influenced human
evolution and early innovation, to short-term oscillations that have more
regional footprints and consequences. When discussing climate change, it is
important to distinguish between external factors that result in warming or
cooling, termed “climate forcings,” and internal processes that amplify or
counteract the initial change, termed “feedbacks.” Both forcings and
feedbacks interact to cause our climate to change. Other processes
redistribute energy around the globe but do not have a long-lasting impact
on global temperature—these represent climate variability rather than



climate change. Both climate variability and overall change have influenced
human history.

Factors that cause climate to change involve changes in Earth’s energy
budget—that is, how much energy we receive from the sun versus how
much the Earth returns to space. If incoming and outgoing energy are
balanced, then temperature overall remains the same. Global temperatures
change when the amount of sunlight reaching Earth is altered or when the
amount reflected back to space changes. Along with sunlight, our
atmosphere serves as a source of heat for the planet. The amount of energy
that our atmosphere contributes to Earth’s energy budget is determined by
the strength of the greenhouse effect. Atmospheric gases such as carbon
dioxide (CO2), water vapor (H2O), methane (CH4), and nitrous oxide (N2O)
allow sunlight to pass through the atmosphere but are all good absorbers of
the heat that comes from below, emitted by Earth’s surface. This is what
makes them greenhouse gases—virtually transparent to energy that we can
see with our eyes, visible light, but efficient absorbers of heat energy. Our
atmosphere as a whole heats up because of this absorption, and the
atmosphere in turn emits heat in all directions—some back to space but
most toward the planet, keeping us about 30°C warmer than we would be
without our (preindustrial) atmosphere. After water vapor, CO2 is the most
abundant greenhouse gas. Other greenhouse gases, such as methane and
nitrous oxide, are lower in abundance but are also more efficient at
absorbing heat. Scientists factor both the concentration and the heat-
absorbing capacity of each of these gases when they quantify the effects on
Earth’s climate.

There are several factors that cause climate to change on geological time
scales. For example, the slow-acting process of chemical weathering of
Earth’s surface, which takes up CO2 from the atmosphere, influences the
strength of Earth’s greenhouse effect over millions of years. An increase in
weathering associated with the uplift of the Himalayas beginning around 50
million years ago has been hypothesized as the reason for the overall
cooling trend observed since that time. The shifting of Earth’s tectonic
plates affects climate in other ways, including the various changes that



occur when continents are located in different positions, forcing a rerouting
of ocean currents. It is a fascinating aspect of Earth’s history that receives
only brief mention in the book because, although plate motion plays an
important role in climate change, it operates too slowly and over such long
time periods that it factors minimally into human history.

FIGURE 0.1 Climate change over the last 65 million years.
Source: Prepared by Robert A. Rohde for the Global Warming Art project. Accessed via Wikimedia
Commons, https://commons.wikimedia.org/wiki/File:65_Myr_Climate_Change.png.

On shorter time scales, during the millions of years during which ancestors
of humans existed, climate shifts influenced the availability of food and
helped drive evolution. Climate change on this time scale, tens to hundreds
of thousands of years, is mostly associated with the glacial-interglacial
cycles, driven by changes in Earth’s orbit. Milutin Milankovitch, a Serbian
astrophysicist, proposed in the 1920s that these climatic changes were
linked to changes in Earth’s orbital relationship to the sun. While these
Milankovitch cycles, as they have been named, have primarily been
connected to the growth and retreat of large ice sheets over the past few
million years, they have also influenced human history within the Holocene
by affecting the strength of monsoons.

https://commons.wikimedia.org/wiki/File:65_Myr_Climate_Change.png


Most Holocene climate forcings can be attributed to volcanic activity,
solar variability, and changes in greenhouse gas concentration. Solar
variability within the Holocene is primarily related to sunspot activity,
which currently follows an eleven-year cycle. The small changes in solar
output associated with sunspots can have compounding effects on climate
when they trigger internal feedbacks of the climate system. Similarly, short-
term cooling initiated by major volcanic eruptions can have longer-lasting
effects when amplified by Earth’s own processes. Internal variations in the
climate system become more prominent on these millennial and shorter
time scales. For example, alterations to deep ocean circulation have been
linked with rapid climate changes in Earth’s past, such as the abrupt cooling
of the Younger Dryas 12,000 years ago. Other perturbations to Earth’s
climate system, such as the El Niño-Southern Oscillation and the North
Atlantic Oscillation, affect climate and weather worldwide on various time
scales—from seasonal to annual to decadal.

Collapse and resiliency

The interaction between climate and human history can lead in numerous
directions. At a base level, suitable climate is indispensable for the
existence of humans. A short thought experiment makes this clear: it is hard
to imagine thriving human societies during the extreme cold and heat many
hundreds of millions of years ago in the distant geologic past. On shorter
time scales, during the millions of years when ancestors of humans existed,
climate shifts influenced the availability of food and helped drive evolution.

On a shorter time scale still, the era since the New Stone Age, or
Neolithic, climate at one extreme could contribute to thriving human
societies being able to extract plentiful food supplies from their
environment, or, at another extreme, could undercut and undermine
complex societies. The study of collapse has garnered historians’ interest
for centuries, in particular for cases such as the end of the Roman Empire.



As climate history has emerged, research into collapse has cited climate
change as one major contributing factor.1

Theories of collapse, in turn, have met with criticism. A frequent
counterargument has stressed that what we may see after the fact as a
collapse can better be described as a longer, slower, and more complex
transition. Roman history again has furnished a major example for this
approach. Instead of a sharp collapse produced by dramatic invasions,
historians of transition argue that Roman culture persisted in some regions
long after supposed collapse, and that elements of Rome endured through
political changes.

Much the same debate that contrasts collapse with transition can be
found in climate history. Thus, in place of looking for causes of collapse, a
different approach emphasizes the resiliency and capacity to adapt
displayed by human societies. It is worth considering that too sharp a focus
on collapse can lead to identifying any major trend or event as a cause of
collapse, but the study of resilience faces the same risk. Human societies
have endured through times of crisis, but they do not possess unlimited
resilience. This book therefore considers both human resilience and
capacity to adapt as well as cases of crisis and even collapse.

Organization of the book

Chapter 1 focuses on natural causes of climate variability on time scales
tens of thousands of years and longer, along with shorter cycles of change,
and describes how climate change influenced the prehistory of Homo
sapiens. The major climate drivers during this time period were the
Milankovitch cycles embedded in the long-term cooling brought on by
declining CO2. The orbital variations caused warming and cooling patterns
that resulted in expansion and retreat of continental ice sheets. Climate
conditions during the last glacial maximum (LGM) were characterized by
large volumes of ocean water trapped in large ice sheets, resulting in
lowered sea level and exposed continental lands.



Climate change during this time period affected how and where humans
lived. Periods of aridity and moist phases influenced the dispersal of human
ancestors. Climate change, in particular glacial maxima, also created
challenges for human populations. The chapter discusses the emergence and
dispersal of human ancestors and of early humans, the fate of closely
related humans such as Neanderthals, and the dispersal of our species Homo
sapiens.

Chapter 2 describes climate change during deglaciation, the further
dispersal of humans, and the emergence of farming. As the Earth began to
warm and emerge from maximum glacial conditions, a sudden but short-
lived return to nearly glacial conditions, referred to as the Younger Dryas,
occurred around 12,000 years ago. Climate system feedbacks that are also
relevant to our own time amplified the return to cold conditions. By 10,000
years ago, global climate had entered a period of relative stability.

The warming trend after the LGM provided greater opportunities for
hunter-gatherers. With the end of the Younger Dryas, the resumption of the
warming trend created hospitable conditions for the expansion of farming
and the rise of agricultural societies that for the most part provided the basic
model for long-term expansion of human population and the emergence of
multiple complex societies.

Chapter 3 discusses the interaction between climate change and complex
societies or civilizations. Oscillations with a regional rather than a global
footprint have dominated millennial- and centennial-scale climate change.
This chapter discusses drought, focusing on the climate conditions that
characterize and lead to extensive aridity. This was a period of generally
favorable climate for humans, but the chapter also notes how climate
fluctuations pressured and at times appear to have undermined human
societies. Greater aridity around 4,000 years ago, for example, contributed
to the demise of the Indus River Valley civilization. The chapter discusses
the challenges created by climate shifts in the late Bronze Age, and
concludes by outlining the interaction between climate and Rome and the
Han dynasty in China.



Chapter 4 introduces regional climate shifts from 500 to 1300 CE and
the effects of climate fluctuations during this time period. The chapter
describes a period of relative warmth from 900 to 1300 CE, referred to as
the Medieval Climate Anomaly (MCA), which shows up in various climate
and historical records from the North Atlantic region. Many European
societies expanded during this period. The chapter also outlines regional
climate fluctuations, particularly droughts in Asia and in the Americas, and
the interaction between climate shifts and societies in China, Southeast
Asia, and North and Central America, including the Maya.

Chapter 5 provides an overview of the climate fluctuation often
described as the Little Ice Age. The cause of the Little Ice Age is still a
matter of scientific debate. Reduced solar activity, caused by a dearth of
sunspots during this time period, may have played a role in the cooling. A
series of volcanic eruptions coincident with the cooling onset has also been
proposed as a potential cause, as has an alteration in deep ocean circulation.
Cooling during the Little Ice Age presented the greatest threats to human
societies on the margins of areas of cultivation. In other regions, however,
such as the Netherlands, human societies adapted to the cooling.

Chapter 6 outlines key historical changes that made humans the chief
agents of climate change. With the industrial revolution, Britain in the late
eighteenth and early nineteenth centuries created a new path for production
that broke all previous constraints on growth. The critical use of fossil fuels
provided the unprecedented capacity to exploit resources to generate power,
creating a startling pace of change and a shift toward urban living. The
further spread of industrialization through several phases of globalization
transplanted the industrial model across ever-wider regions of the globe
during the nineteenth and twentieth centuries. The spread of industry
powered by fossil fuel, in turn, measurably altered the makeup of Earth’s
atmosphere. This chapter also provides an overview of early scientific
research into the greenhouse effect and global warming. As far back as the
nineteenth century, scientists such as John Tyndall and Svante Arrhenius
described the warming effect of greenhouse gases in the atmosphere.



Chapter 7 takes the discussion of climate change and human societies up
to the present. Modern records of climate change, such as global and
regional temperature trends, changes in precipitation, sea-level rise, and ice
retreat, highlight the extensive climatic changes that have already been
observed. The impacts of climate change on human societies include rising
sea levels that most immediately threaten coastal areas and changes in
precipitation that affect agriculture and water supply. The chapter outlines
efforts at adaptation and social and political consequences of climate
change that can contribute to conflict.

The final chapter introduces controversies over climate change. The
chapter discusses both obstacles to action and possible responses to
intensifying climate change. Climate models are introduced, along with
descriptions of future scenarios that are used to run the models and various
model outputs. The chapter also discusses strategies to reduce the human
impact on warming. Along with international efforts to reduce greenhouse
gas emissions, the chapter outlines options for shifting to new forms of
energy and the controversy over geoengineering.

This book draws on both history and a growing body of climate research
to introduce the relationship between climate change and human history in
multiple settings over many thousands of years. At the same time, ongoing
research continues to add to knowledge of climate change and history in
multiple regions. Thus the history of climate change and human history
promises to become ever more global.



CHAPTER ONE

A fragile start

• Global cooling

• Forest habitats

• Woodlands

• The Great Rift Valley

• Savannas and hunter-gatherers

• Hunter-gatherers and dispersal

• Climate change and Homo sapiens

• Neanderthals and Homo sapiens

• The last glacial maximum and Homo sapiens

• Summary

Long before it influenced the history of modern humans, climate change
over hundreds of thousands and even millions of years helped shape the
evolution of our species. Multiple factors influenced human evolution and,
indeed, all of human prehistory and history. Just as neither politics, nor
economics, nor culture, nor religion by itself determines history, neither
does climate change by itself make a particular historical outcome
inevitable. However, climate change was a pivotal driving force for human
evolution.

Climate change took several forms during the period of human
evolution. Human ancestors evolved during a period of general cooling.



Within Africa, the opening of the Great Rift Valley led to increasing aridity
in East Africa, where most hominin species originated. Cycles of glaciation,
often termed ice ages, sharply affected habitats starting 2.58 million years
ago during the period called the Quaternary. These cycles of glaciation
periodically shifted or moved the habitats in which our human ancestors
lived. All of these climate trends affected the evolution of human ancestors,
and the cycles of glaciation were key factors that led to the dispersals of
human ancestors and eventually to that of humans.

Global cooling

An overall cooling trend prevailed during the millions of years when the
ancestors of gorillas, chimpanzees, and humans diverged from their
common ancestor and began to evolve on their own. Fossil vegetation
suggests a warmer climate tens of millions of years ago, and plankton
remains buried in ocean sediments indicate that the Earth has been
undergoing a general cooling for at least the past 50 million years. Our
largest ice-covered continent, Antarctica, was ice-free until about 35 million
years ago, while the formation of large ice sheets in the Northern
Hemisphere came later, around 3 million years ago. Embedded within this
long-term cooling trend are shorter-term variations in temperature, but the
overall trend has been toward a cooler climate.

Several ideas have been proposed to explain the growth of ice sheets on
Antarctica and later those in the Northern Hemisphere. On these long time
scales—millions of years—the shifting of continents plays an important
role in climate change. The isolation of Antarctica during the past 35
million years is one example: Australia became separated from Antarctica
around 35 million years ago, followed by the opening of the Drake Passage
between South America and Antarctica 25 to 20 million years ago. This
continental rearrangement allowed for the formation and strengthening of a
deep circumpolar current—one that encircles Antarctica and isolates it from
the warming effects of tropical currents. Some climate modeling efforts



indicate that the opening of the Drake Passage could have led to cooling in
the southern high latitudes, initiating ice-sheet growth on the polar
continent.1

Global cooling associated with a decrease in atmospheric carbon dioxide
(CO2) provides an alternative explanation for Antarctic glaciation.2 Proxies
for atmospheric CO2 buried in deep sea sediments, including carbon
isotopes of organic molecules3 and boron isotopes used to infer ocean pH4,
indicate a decline in CO2. Model results also show that ice-sheet growth can
be triggered when CO2 levels drop below a threshold value of 750 ppm;
climate feedbacks could then reinforce the initial cooling. The decrease in
atmospheric CO2 at this time was most likely the result of enhanced
chemical weathering associated with the uplift of the Himalayas and the
Tibetan plateau, which began around 50 million years ago.5 The overall
drawdown of CO2 since then helps explain the long-term global cooling
trend that continued into the Quaternary, influencing the formation of ice
sheets in the Northern Hemisphere around 3 million years ago (mya) and
subsequent changes that drove human evolution.

The formation of the Isthmus of Panama and the closure of the Central
American seaway around 3 million years ago6 may have contributed to
Northern Hemisphere glaciation. Closure of the seaway enhanced the
delivery of warm salty water to the North Atlantic via the Gulf Stream,
which in turn strengthened deep water formation in the North Atlantic. An
intensified overturning circulation increased moisture supply to the
atmosphere and, along with the cooler temperatures, set the stage for
glaciation. Cooler Northern Hemisphere summers brought on by changes in
Earth’s tilt may have provided the ultimate trigger for ice sheet formation.7
As in the case for Antarctic glaciation, climate feedbacks then helped
sustain ice sheet growth.

The expansion of Northern Hemisphere ice sheets coincided with a
major transition in Earth’s climate, from a relatively warm period
characterized by an ice-free Arctic before 3 million years ago, to one
characterized by the cyclical expansion and retreat of ice sheets governed
by changes in Earth’s orbital parameters. Temperatures just before this



transition were, on average, 3°C warmer than today. This also represents the
most recent time in Earth’s history when CO2 levels matched our current
level of 400 ppm. With the cooling that followed, many regions became
drier, particularly in Africa, and this drying of the continent led to a shift in
vegetation that influenced human evolution.

Forest habitats

The cooling and drying trend brought significant changes in the habitat in
which human ancestors lived—the rain forests of Africa. We are Homo
sapiens, also described as anatomically modern humans, or AMH for short,
and we are the last survivors of a host of related species. Homo sapiens are
the only living species of hominins. Chimpanzees and anatomically modern
humans shared a last common ancestor approximately 6 to 7 million years
ago. In comparison to any other species, chimpanzees are the closest living
relatives to Homo sapiens—we share more than 98 percent of our DNA.
Gorillas, the second most closely related species to humans, share some 98
percent of their DNA with us. Gorillas and modern humans shared a
common ancestor approximately 9 to 12 million years ago, though these
dates are more open to debate.

Although we are more similar to chimpanzees than to any other living
species, the differences between humans and chimpanzees stand out today.
Homo sapiens have colonized most of the globe and have pushed into
regions where they were once unknown. In contrast, chimpanzees and
gorillas persist in often-shrinking habitats in Africa. Some subspecies such
as the Mountain gorilla currently survive in small zones in East Africa.
Population attests to the current dominance of humans. As of 2012, total
human population exceeded 7 billion people. In contrast, the chimpanzee
population in the wild in Africa has been estimated at somewhere between
150,000 and 250,000, and estimates of the gorilla population in the wild
range from 100,000 to 150,000, mostly western lowland gorillas. We also
use incomparably more energy than do our closest relatives. The average



carbon footprint, the amount of CO2 emitted per year by the activity of an
individual, is about 4 tons per person per year for humans, with an average
three to five times that for residents of comparatively wealthy countries.
Chimpanzees and gorillas have essentially no carbon footprint.

How and why did the ancestors of modern humans evolve on a different
path from their most closely related species? Humans in no way descended
directly from either chimpanzees or gorillas, or indeed, from any other
living animal. For that matter, chimpanzees did not descend directly from
gorillas. However, we do share a common ancestor. The study of
chimpanzees, in particular, provides vital clues for reconstructing where and
how our shared common ancestor lived. Chimpanzees live in the greatest
density and numbers in the rain forests of tropical Africa. They also survive
in woodland forests, and a few populations make excursions into
grasslands, but chimpanzees generally stick to areas dominated by trees
with fruit. Their preferred habitat is very closely linked to their diet. More
than 90 percent of their diet consists of fruit, and they fall back on other
plants for the rest. Male chimpanzees eat very small amounts of meat. Even
more than chimpanzees, gorillas are restricted to forested areas. They are
split up into several subspecies in the rain forests of Africa. By far the
largest number of gorillas live in the western lowland areas of Africa in a
range that crosses through countries including Cameroon, Gabon, the
Central African Republic and the Republic of the Congo, and the
Democratic Republic of the Congo. Gorillas obtain their nutrition almost
entirely from plants. Like chimpanzees, they prefer fruit.

Observation of our closest relatives among all other species helps shape
a picture of our common ancestors. The common ancestors of Homo
sapiens, chimpanzees, and gorillas lived millions of years ago in the forests
of Africa, and in particular in the tropics. These rain forests provided the
copious quantities of fruit that sustained them. We should imagine an
animal more closely resembling the apes than us living in or near trees and
foraging for fruit. If the diet preferred by chimpanzees and gorillas is a
guide, they ate massive quantities of wild figs. This kind of habitat, then as
now, required a high constant temperature with abundant rainfall.



Given their adaptation to life in the rain forest and to eating a diet heavy
in fruit, why did an ancestral species to humans evolve along a separate
path that led far beyond the rain forest? Chimpanzees and gorillas, after all,
did not, so it was still certainly possible to survive and thrive as a species by
maintaining the same basic way of life. What, then, propelled the ancestors
of humans to begin the process of leaving the rain forests of Africa and
moving to a much wider range of habitats? Tracking changes in climate
helps answer that question. A shift in climate that led to the expansion of
the rain forest would provide a greater range with abundant food, but a shift
that reduced the area of the rain forest would diminish food supply. Climate
change over millions of years therefore helped drive the evolution of human
forebears as distinct and separate from their closest relatives.

Woodlands

The next group of hominin species, which emerged about 4 million years
ago, have been dubbed the australopiths. The australopiths, if we could
meet them, would not closely resemble modern humans, but would instead
look more like bipedal chimpanzees. The most famous of all the
australopiths, discovered in 1974 and given the name Lucy, lived 3.2
million years ago. She stood about three-and-a-half-feet tall and weighed
about 65 pounds. The males were larger, standing a little under five feet tall
on average and weighing about 110 pounds or more. Lucy’s species,
Australopithicus afarensis, existed between around 3 to 4 million years ago.
We might not find them well suited to life in our modern society, but they
were better adapted to walking than their ancestors who had once dwelled
in the rain forest, though with much shorter legs they had a far shorter stride
than humans.

A shift in climate was likely a key factor in the emergence of
australopiths. In a cooling climate, forests broke up and areas of woodland
and savannas grew, reducing the supply of the preferred food: fruit. This
shift in habitat created selective pressure to consume fallback foods,



including tubers, harder and tougher than fruit. Australopiths were able to
walk and to dig in search of additional calories. They developed large teeth
and jaws that better enabled them to chew hard foods for long periods of
time.

The Great Rift Valley

Within Africa, tectonic activity further altered the climate, in particular in
East Africa along a series of rifts where the Earth is spreading apart.
Although the development of the East African Rift System may have begun
as early as 45 million years ago, uplift and notable landscape changes
accelerated around 10 million years ago. The formation of the rift valley
transformed the region from a relatively flat tropical forest biome to one
with varied topography and vegetation. The terrain is now composed of
deep rift valleys as well as tall mountains—the most famous are Mount
Kilimanjaro and Mount Kenya—and lake basins. The mountains of the rift
system intensified the overall drying trend as the high peaks blocked
moisture from the Indian Ocean, creating a rainshadow desert in this region.
The increasing aridity led to the expansion of grasslands and savannas, and
may have created an environment increasingly sensitive to hydrological
changes.

Savannas and hunter-gatherers

Continuing climate change was most likely a pivotal factor in a second key
phase in human evolution long before the emergence of Homo sapiens. To
obtain food in a cooling Africa, human ancestors continued to diversify
their diet by engaging in greater food processing and by eating more meat.

Natural selection in a cooling Africa favored traits apparent in the best-
known early species of the human Genus: Homo erectus. First appearing
almost 2 million years ago, Homo erectus far more closely resembled us



than did any of the australopiths. There was much variation, but many of
them were taller and had longer limbs and larger brains than australopiths
who continued to exist in Africa until approximately 2 million years ago.
With a larger brain, Homo erectus required more energy, which further gave
incentive to procure energy-rich foods such as meat, and placed even more
of a premium on walking and running. The tallest Homo erectus eventually
stood as much as six feet tall and weighed up to 150 pounds. Homo erectus
was far better at walking and running than australopiths. A foot race
between an average healthy individual from these two species would not
even be close. If we could meet our Homo erectus ancestors the experience
would be disconcerting: they would far more closely resemble us than any
species alive today, but differences would still be readily apparent.

Homo erectus were hunter-gatherers. Their ability to run and to dissipate
heat by sweating made them capable persistence hunters. Hunter-gatherers
on the African savannas or grasslands could cover long distances in pursuit
of meat. Individual animals could still run at greater speeds than could
Homo erectus. The same is true of the gap in maximum speed between
human hunters and much of their prey today. However, Homo erectus could
maintain pursuit for far longer, sometimes walking, until some of their prey
tired and overheated.

Homo erectus also created and employed more complex tools than
earlier species—the oldest stone tools date to 3.3 million years. These
included hand axes and other tools for hunting and butchering animals.
Several sites from East Africa show the remains of animals consumed by
humans, and the distribution of prey suggests that humans were hunting
rather than simply scavenging off the oldest and youngest animals.
Specialized tools enabled butchering. Excavated sites such as Olduvai
Gorge in Tanzania and Olorgesailie in Kenya contain large numbers of
sharp, flaked tools next to the bones of large mammals such as elephants
and giraffes.

Hunter-gatherers and dispersal



As hunter-gatherers, Homo erectus and other related humans in the Homo
genus faced limits on population density. A given area of savanna could
only provide enough food to support a small population. Demographic
growth over time therefore led to dispersal as hunter-gatherers expanded
their range without increasing their population density. A larger population
could only support itself if Homo erectus groups lived across a wider area.

Climate change during the Pleistocene, the period between 2.6 million
and 11.7 thousand years ago, shaped patterns of human dispersal. Early
humans experienced significant shifts in climate during the Pleistocene,
namely a series of cold glacial periods that saw the expansion of ice sheets,
interspersed with warmer interglacial periods and ice sheet retreat.

The growth and retreat of ice sheets during the Pleistocene has been
linked to Earth’s orbital variations, known as Milankovitch cycles, which
include changes in Earth’s eccentricity, obliquity, and precession. The shape
of Earth’s orbit around the sun, or eccentricity, influences how close Earth
approaches the sun during its orbit. A perfect circle would place the Earth at
the same distance from the sun year-round, while a more elliptical orbit—
greater eccentricity—places Earth farther from the sun during part of the
year and closer to the sun about six months later. The slow changes to
eccentricity, from nearly circular to more elliptical, occur at 100,000 and
413,000y time scales. Obliquity, the angle that Earth tilts on its axis, drives
the strength of seasonal change on Earth—the tilt is why we have seasons at
all. Our current 23.5° angle is about midway in the range of values (~22–
24.5°) observed over this 41,000-year cycle. The larger the tilt, the greater
the difference between winter and summer seasons. Finally, the “wobble” of
Earth’s axis like a spinning top, along with the rotational shift of Earth’s
orbit itself, creates climate variations approximately every 22,000y. This
precession of the equinoxes, as it is known, shifts the season that Earth
experiences during its closest approach to the sun, its perihelion. The
Northern Hemisphere currently experiences winter during perihelion, but
11,000y ago, that season was summer.

Beginning around 2.7 million years ago, these three cycles interacted to
drive our glacial-interglacial cycles. Milankovitch proposed that the amount



of incoming solar radiation, or insolation, during the summer season at high
latitudes of the Northern Hemisphere initiated the growth and decay of
large ice sheets. In this scenario, a minimum in summer insolation would
allow ice sheets to persist into the winter season, and over time, ice sheets
would expand. An orbital configuration that created cooler summers
(minimal tilt), with the summer season farthest from the sun, enhanced by a
more elliptical orbit (greater eccentricity), would yield ideal conditions for
ice-sheet growth. Conversely, a maximum in summer insolation would
initiate ice melt and the transition to an interglacial period.

FIGURE 1.1 Graph of CO2 (top graph), temperature (middle graph), and dust concentration
(bottom graph) measured from the Vostok, Antarctica, ice core as reported by Petit et al., 1999.
Higher dust levels are believed to be caused by cold, dry periods.
Source: NOAA, https://upload.wikimedia.org/wikipedia/commons/b/b8/Vostok_Petit_data.svg

Support for the Milankovitch theory first came in the 1970s from
plankton shells buried in ocean sediments. Oxygen isotopes of the calcium
carbonate that make up these shells provide a record of past ocean

https://upload.wikimedia.org/wikipedia/commons/b/b8/Vostok_Petit_data.svg


temperature and global ice volume. The variations in the isotope record
were found to be consistent with expected glaciations according to the
Milankovitch theory;8 numerous studies based on a variety of geological
records have since corroborated this finding. These records reveal that the
41,000y obliquity cycle dominated climate swings between 2.7 and 0.9Ma.
Since that time, glacial-interglacial periods followed a 100,000y cycle, with
sharper shifts between warm and cold periods than before 0.9Ma. The
glacial maxima, which took up water in the form of ice, lowered sea level.

Sea-level shifts driven by change in global ice volume altered the routes
available to Homo erectus. Long before Homo sapiens colonized most of
the globe, Homo erectus dispersed out of Africa to populate sites across
much of southern Eurasia. The first discovery of a skeleton that turned out
to be from a Homo erectus individual was made in 1890, nowhere near
Africa but in the Dutch East Indies, in what is now Indonesia. Inspired by
the work of the German scientist Ernst Haeckel, Eugene Dubois, a
physician and anatomist, set out to find a fossil that would fill a gap
between modern humans and apes. In 1890, he discovered a fragment from
a jaw, and digging in 1891 yielded the top of a skull. Because of their place
of discovery, the specimens became known as Java Man. As early as 1.6
million years ago Homo erectus reached China and Indonesia: the finds
from China were dubbed Peking Man. In 1950, Ernst Mayr, a preeminent
evolutionary biologist, identified both Java Man and Peking Man as Homo
erectus. The oldest Homo erectus remains were later discovered in East
Africa.

Very limited evidence from large parts of the world in the form of fossil
remains makes it difficult to reconstruct all the phases of dispersal. Homo
erectus most likely followed routes along or near the coast to disperse
across wide stretches of Eurasia. Periods of abrupt sea-level change could
create a broken coastline that impeded or slowed long-distance travel along
the coast. However, lower seas revealed or expanded land bridges. Such
land bridges would have aided Homo erectus in reaching areas of Indonesia.
Thus, Homo erectus may have traveled along an emergent land, later
dubbed Sundaland, to cross into areas of Indonesia such as Java. Today, the



Sunda Shelf region of Sundaland is a submerged section of Asian
continental shelf lying at a depth of less than 100 meters below the ocean,
with many even shallower regions.

Within Eurasia, the expansion of ice sheets reduced the range of the
most favorable living areas available. Homo erectus survived several glacial
maxima, but may have done so in smaller zones or refugia. The constriction
of population could have led to the isolation of populations, to the further
evolution of humans, but also to extinction.

Several forms of humans evolved from Homo erectus. These included
our species, Homo sapiens, along with Homo heidelbergensis, Homo
neanderthalensis (Neanderthals), a population dubbed the Denisovans, and
Homo floresiensis, a population that likely evolved from Homo erectus.
Homo heidelbergensis dates back some 700,000 years. Neanderthals, found
mainly in Europe, date back around 200,000 to 300,000 years. The
Denisovans were only identified in 2010 from genetic analyses of bones
found in a cave in southern Siberia, and the extent to which populations
such as the Denisovans were distinct from Homo heidelbergensis remains
under discussion. The small skeletons found on the island of Flores in
Indonesia provide an example of another human. These fossils are a
separate species, Homo floresiensis, popularized under the name Hobbit.

Glacial maxima created major challenges for human populations, in
particular near the northern range of habitation, but humans also developed
greater resiliency to climate shifts during the Pleistocene. Humans started to
exploit fire. Evidence for the first use of fire dates back as far as 800,000 or
even 1 million years ago, but by 400,000 years ago humans made regular
use of fire. Survival in colder areas of Europe suggests that Homo
heidelbergensis employed some kind of clothing, though no direct evidence
survives from this time. They also created sharper points for spears. Greater
technological capacity and the ability to manipulate materials points to what
we might term culture, and that emergence of culture allowed humans to
exploit resources in regions that at one time would have been beyond the
limits of survival for human ancestors. Shifts toward a cold and dry climate,



nonetheless, would have pushed back the northern range of habitation and
likely separated human populations.

Climate change and Homo sapiens

Homo sapiens, meanwhile, emerged in Africa around 200,000 to 300,000
years ago. Scientists long debated the place of origin of Homo sapiens. One
model suggested multiple sites of origin in Eurasia, but the case for our
African origin is now overwhelming, both because of the physical record
found through discoveries of fossils and archaeological sites, and also
because of genetic analysis. There is much greater genetic diversity among
today’s human populations in Africa than among all human populations
outside of Africa. This pattern of variation is strong evidence for an African
origin: genetic diversity has been accumulating in Africa for more than
200,000 years, but non-Africans derive from a subset of Africans who left
Africa only 60,000 years ago. Only in Africa did Homo erectus eventually
give rise to the core lineages of Homo sapiens.

Possibly the most difficult question to answer about the prehistory of
Homo sapiens is how and why exactly Homo sapiens developed modern
behavior as demonstrated by more complex art and artifacts. Continued
debate surrounds the precise cause of these changes. In one interpretation,
the changes took place as early as around 100,000 years ago, but there is
also abundant archaeological evidence for an explosion of human creative
activity as indicated by artifacts from around 50,000 years ago.

Climate change affected the conditions humans faced during the long
prehistory of Homo sapiens and during movement out of Africa. The
Milankovitch cycles continued to interact to create glacial maxima and
interglacial periods. Shorter periods of variability also occurred between
peak interglacial periods. These are often referenced by marine isotope
stages (MIS) based on variations in the oxygen isotope values of the shells
of marine microorganisms—foraminifera—and provide a chronological
framework for discussing climate variations during the past few million



years. During the interglacial period that peaked between 124,000 and
119,000 years ago, MIS5e, warm conditions created high sea levels. Sea-
level high-water marks, called highstands, occurred at 124,000 years ago
and again at 105,000 and at 82,000 years ago. Overall climate shifted
during the substages of the period from 130,000 to 80,000 years ago
designated as MIS 5, but climate cooled during MIS 4 after 74,000 years
ago.

Within the sequence of glacial and interglacial periods, Homo sapiens
also experienced and survived several periods of abrupt climate shifts.
These included abrupt warming episodes followed by gradual cooling,
termed Dansgaard-Oeschger (D-O) events, and rapid cooling episodes
known as Heinrich events. These rapid oscillations in climate exposed
humans to an abrupt warming—within a decade—that followed a roughly
thousand-year cold spell. The warmth that punctuated overall colder climate
lasted 200–400y, then gradually gave way to cold again. The release of ice-
rafted debris during some of the coldest of these periods, the Heinrich
events, occur in the sediment record every 7,000 to 12,000y. Homo sapiens
and any other existing humans therefore experienced significant climate
oscillations that probably exceeded any that have occurred during our
current Holocene, the period since the definitive end of the LGM.

Changes in deep ocean circulation help explain a number of abrupt
changes in Earth’s climate history, including the Heinrich events and D-O
cycles. Oceanic deep water currently forms in polar regions of the Atlantic
Ocean where the water is very cold, and the salty Atlantic seawater
becomes even saltier due to the formation of sea ice near the poles. These
conditions increase the density of the water, causing it to sink to the seabed
and flow throughout the ocean depths. Deep water eventually rises again to
the surface, creating a circuit that takes roughly 1,000–1,500 years to
complete. Pulses of freshwater to the regions of deep-water formation can
interrupt this process, which results in a slowing of deep ocean circulation.
This ultimately leads to cooling in the North Atlantic, such as seen during
Heinrich events.



On a shorter time scale, large volcanic eruptions can create
comparatively short and abrupt climate shifts. Large volcanic eruptions
reduce temperature temporarily; the degree of cooling depends on the type
and location of eruption. To take a recent example, global temperatures
dropped by as much as 0.4ºC after the Mount Pinatubo eruption in the
Philippines in 1991. Temperatures fell by as much as a few degrees Celsius,
at least in some regions, after the Tambora eruption of 1815. Using these
more recent examples as guides, temperatures could have fallen
significantly after the much larger Toba supervolcano of 74,000 years ago,
which pushed vastly more ash into the atmosphere. The Campanian
Ingnimbrite eruption at 40,000 years ago likely led to cooling and occurred
in close proximity to the Heinrich event 4, potentially magnifying the
cooling effects.

Of all these climate shifts, changes in tropical precipitation appear to
have had the greatest effect on Homo sapiens dispersals. In Northern Africa
and the Middle East, the precession cycle drove climate variability in the
form of wet and dry periods every 22,000y. This pattern, described as a
Pleistocene “pump,” expanded habitats available for human dispersal and
created paths for dispersal between continents.9 During wetter periods,
hunter-gatherers dispersed northward. These wetter periods in North Africa
have been described as the Green Sahara.

Today, the Sahara is by far the largest subtropical desert in the world.
Stretching across much of North Africa, it forms an imposing boundary.
Travelers across the desert must proceed with caution, carrying stores of
water. The bones of many animals that no longer inhabit the region as well
as pictures inscribed in rock outcrops in the Sahara demonstrate, however,
that the region has not always been so arid.

Just as orbital changes influence the growth and decay of ice sheets,
there is abundant evidence that the precession cycle drives changes in
monsoon strength10 associated with the Green Sahara. An insolation
maximum during the subtropical summer causes a stronger summer
monsoon, giving rise to the Green Sahara every 22,000 or so years.
Evidence for wet periods includes lake levels in Africa, mud deposits in the



Mediterranean Sea, and microfossils buried in sediments of the equatorial
Atlantic.

Mediterranean mud deposits contain layers that are rich in organic
matter, and their presence indicates water with a lack of oxygen. Today’s
Mediterranean has an overturning circulation that brings oxygen-rich waters
from the surface to the sea bottom, aerating the seabed. At times of higher-
than-normal river flow, the overturning is reduced, and little to no oxygen
reaches these depths. During these anoxic periods, the biological remains of
surface-dwelling plankton are preserved in the form of organic-rich muds.
The sequence of these sapropels, as the organic-rich layers are known,
provides a record of high river flow that results from strong monsoon
rainfall. The intervals between the observed sapropels in the Mediterranean,
and thus the Green Sahara periods, are consistent with the 22,000y
precessional cycle proposed to drive monsoon strength.11

Analysis of microfossils deposited in ocean sediments provides
additional evidence for Green Sahara periods. The key microorganism, in
this case, is a particular type of freshwater algae observed at 22,000y
intervals in marine sediments off the west coast of Africa. As a freshwater
species, the algae must have originated from land, thriving at a time of high
lake levels. These lakes eventually dried, and winds that blew over the
ancient lake beds later carried algal remains out to sea. The 22,000y interval
of algal remains, together with the sapropels and studies from other regions,
such as cave deposits in China and Brazil, provide support for the
hypothesis that precession drives long-term changes in monsoon strength.

Changes in Earth’s orbital parameters have therefore influenced human
dispersal globally, both through the pacing of tropical humidity and through
the expansion and retreat of large ice sheets. Abrupt climate shifts may have
had a more regional effect. Climate models show a limited effect of D-O
events on overall global dispersal of Homo sapiens, though these events
may have affected the ability of humans to survive in the Levant.12 As for
the possible effect of Toba, some investigations of organic matter show
surprisingly little disruption from the eruption. A supervolcano of this size
could have created veiled skies and markedly cooler temperatures that



could have persisted for more than a year, causing a sharp drop in food
supply and famine. In a different scenario, the aerosols released by Toba
may have entered the atmosphere in conditions that somehow minimized
the cooling effect. According to current findings, Toba could therefore
either have produced a harsh volcanic winter or had milder effects. One
potential effect of a large volcanic eruption is a significant reduction in
population. Genetic analysis indicates that Homo sapiens population passed
through population bottlenecks in which the number of individuals may
have fallen into the thousands. We cannot say precisely what events or
factors created such narrow bottlenecks when global human population
dropped to levels present today in a small town, but the Toba eruption is
one obvious candidate. However, current understanding of dispersals
indicates that Homo sapiens had not likely left Africa by the time of the
eruption.

Much like Homo erectus, Homo sapiens dispersed out of Africa, and
most likely on more than one occasion. The expansion and contraction of
savanna and woodland areas periodically opened corridors for Homo
sapiens dispersal. Indeed, Homo sapiens entered the area of the Middle East
and either retreated or died out before a later period of dispersal. Such early
dispersals have contributed very little genetic material to modern day non-
African populations.13 Today’s non-African populations are descended
almost entirely from Homo sapiens populations that dispersed out of Africa
in the period between 50,000 and 80,000 years ago. Homo sapiens
dispersed along the southern coast of Asia, but may have dispersed more
slowly into Europe.

Even with lower sea levels, Homo sapiens took to the sea to reach
Sulawesi in what is now Indonesia and Australia. Lower sea levels
narrowed the distance between Asia and offshore islands but still required
journeys by some kind of seacraft of up to twenty miles or even sixty miles,
to reach the continent of Sahul made up of both modern-day Australia and
New Guinea. Anatomically modern humans arrived some 50,000 years ago
or more in Australia: recent excavations of a rock shelter suggest human
presence 65,000 years ago.14 Genetic analysis confirms that the continent’s



aborigines descended from a single population that then dispersed widely
across Australia. Long dry spells after some 40,000 years ago reduced
population density of the hunter-gatherer populations in the region of Lake
Mungo.15 Megafauna extinction followed after human arrival, though an
earlier date for continuous human presence would mean a longer period of
coexistence between humans and megafauna. Remains of megafauna
disappear at Lake Mungo after 46,000 years ago, and most megafauna in
Australia became extinct by 45,000 years ago. Along with hunting, humans
created new pressures for megafauna by remaking the landscape through
fires.16

A short sea journey was also necessary to reach Japan. Homo sapiens
established a foothold in Japan by around 38,000 to 35,000 years ago and
hunted now-extinct species such as Naumann’s elephant.17 Explaining the
cause of extinction depends to a large degree on the dating of the most
recent megafauna. Thus older dates, soon after human arrival in Japan
would point to a key role for human hunting in killing off megafauna, but
later dates during the LGM suggest a key role for climate change.18

Neanderthals and Homo sapiens

Climate shifts affected all human populations, including Neanderthals. Of
all the human extinctions, that of Neanderthals, by far the best documented
other human besides Homo sapiens, has long posed a puzzle. Neanderthals
lived in Europe and western Asia before the arrival of anatomically modern
humans, and they coexisted alongside us for at least several thousand years.
Neanderthals were shorter and stockier than Homo sapiens and had shorter
limbs. They had large brains the same size as those of Pleistocene Homo
sapiens. They made and used sophisticated tools, used fire, and buried their
dead, though Homo sapiens eventually developed a more complex array of
tools. Why, then, are Neanderthals now extinct? Was this extinction the
result of competition, climate change, systemic problems particular to
Neanderthals, or of some combination of all of these factors?



Both Neanderthals and Homo sapiens had survived the previous glacial
maxima. Thus, Homo sapiens existed in Africa during the penultimate
glacial maximum around 130,000y ago, before the most recent glacial
maximum 20,000y ago. Cool conditions between 190,000 and 130,000
years ago, for example, could have produced a population bottleneck in the
small Homo sapiens population and pushed humans to coastal areas of
southern Africa. Neanderthals, for their part, had also survived the
penultimate glacial maximum. Indeed, Neanderthals’ shorter limbs are
evidence that they were better adapted than Homo sapiens to endure cold
conditions, though this advantage may only have been modest. Both Homo
sapiens and Neanderthals would have required clothing, to move and thrive
in cold regions on the edge of their range during glacial maxima, and
glacial maxima likely pushed Neanderthal populations south and caused
loss of lineages.

The small Neanderthal population placed the species in an increasingly
precarious position. Humans display less genetic diversity than do other
mammals, which makes them more vulnerable to environmental change.
Modern Homo sapiens, for example, display far less genetic variation than
is found among chimpanzees. Analysis of DNA from Neanderthals suggests
even less genetic diversity than for Homo sapiens. With a small and isolated
total population, modest increases in mortality could have created a glide
path toward Neanderthals’ extinction.

Competition with Homo sapiens may also have created challenges for
Neanderthals. We do not know and may never know all the ways in which
Homo sapiens and Neanderthals interacted, but as anatomically modern
humans moved into the Middle East and Europe, they competed for
resources with Neanderthals. We do not know for a fact that Homo sapiens
always prevailed everywhere in such competition, but Homo sapiens
population density probably exceeded Neanderthal population density.19 A
reduction in food supplies could have pushed Neanderthals to the brink. In
extreme versions of this scenario, the competition could have extended to
violent conflict, though we have no evidence of such violence or “warfare.”



Simply taking over resources would have produced much the same outcome
for a small Neanderthal population.

Homo sapiens and Neanderthals interbred, though this was a rare
occurrence. New gains in isolating and analyzing Neanderthal DNA show
that Eurasians—people who had left Africa—share about 2–3 percent of
their genome with Neanderthals. This interbreeding most likely occurred
some 50,000–60,000 years ago as indicated by analysis of DNA from the
thigh bone of a Homo sapiens male from 45,000 years ago found in western
Siberia. This individual had the same percentage of the Neanderthal
genome as that found in modern Eurasian populations, though the DNA is
less fragmented than in modern individuals. Genetic analysis revealing two
sets of Neanderthal genes for East Asians and Europeans, and a third set in
modern East Asians, suggests that there may have been more than one
interbreeding event.20 In similar fashion, Homo sapiens also interbred on
occasion with the Denisovans—human populations in Melanesia share
some 3–5 percent of their genome with Denisovans.

Debate over the date of the last Neanderthal remains has forced
rethinking of the conditions at the time of Neanderthal extinction. The
youngest Neanderthal bones at European sites have traditionally been dated
by radiocarbon, but the quantity of carbon 14 that remains in samples at
ages of 30,000 or 40,000 years ago is so small that even modest background
contamination can easily throw off calculations of dates. A new technique
for ultrafiltration of collagen, the chief component of bone, has removed
small amounts of modern carbon and pushed back the dates for the last
Neanderthal sites in much of Europe. Thus Neanderthal bones from sites in
Spain once thought to be some 35,000 years old turned out to be some
50,000 years old according to the new techniques. Redating many of these
last Neanderthals has changed the picture of Neanderthal extinction in at
least two important ways. First, Neanderthals died out well before the
LGM: they were not then direct victims of the last “ice age.” Secondly, the
period when Neanderthals and Homo sapiens coexisted near each other in
the same regions was shorter than previously thought.



Even if no single shift in climate was the pivotal cause of extinction for a
species that had already lived through a previous glacial maximum, climate
change multiplied the challenges for a small population facing competition
from Homo sapiens. Before the LGM, expanding ice sheets in Europe
reduced the range available to both the established Neanderthal population
and to the incoming population of Homo sapiens. Around 60,000 years ago
an ice sheet covered most of the British isles along with Scandinavia, the
Baltic, and parts of northern Central Europe. Swings between warming and
cooling 50,000 to 40,000 years ago alternately expanded and contracted
accessible terrain. Much like other species, Neanderthals would have
survived in glacial refuges or refugia when ice sheets expanded, and the
effects may have been more damaging for the small Neanderthal population
than for Homo sapiens. Cooling at around 40,000 years ago, coincident
with both a Heinrich event and the Campanian Ignimbrite eruption, would
in this scenario have posed a greater threat to any dwindling population of
Neanderthals (if they still existed) than to Homo sapiens. With the
extinction of Neanderthals, Homo sapiens were the only surviving humans,
with the exception of an isolated pocket of possible descendants of Homo
erectus on Flores, which in turn later became extinct by 17,000 years ago.

The last glacial maximum and Homo sapiens

From 33,000 years onward Homo sapiens experienced pronounced cooling
leading up to the LGM. The LGM revealed both human dependence on
climate and adaptability. Cooling and glaciation made some regions
uninhabitable for people. Human populations disappeared in regions they
had once settled, such as Britain, by around 25,000 years ago. In East Asia,
humans persisted in areas of China south of 41͒ Latitude, though hunter-
gatherers may have moved in and out of the region to the north.21

The expansion of ice caused biomes of plants and animals to shift as
well. Tundra, today found in the Arctic, retreated south during the LGM,
constricting the areas with abundant vegetation and moisture. In Africa, the



Sahara was actually even larger during the LGM than today’s vast desert,
extending some 400 kilometers further to the south.

The LGM encouraged dispersal out of some regions, but humans still
managed to gain resources in regions where the cold trend substantially
altered the makeup of vegetation and animals. Tundra regions were not
altogether emptied of human presence, and people survived in steppes.
Homo sapiens, for example, persisted in Siberia even during the LGM.
Except for the northwest, Siberia had few glaciers. Polar desert prevailed in
much of the north above belts of tundra and steppes. The climate was harsh:
colder, especially in winter, and more arid than in the historic era. To
survive in this region during the glacial maximum required extensive use of
clothing and fuel. Humans in the region provided for themselves by hunting
reindeer, bison, horses, and sheep. Upper Paleolithic human sites from the
LGM also show the bones of now-extinct animals such as the wooly
rhinoceros and the wooly mammoth. These bones do not always prove
hunting: humans may actually have collected mammoth bones to burn as
fuel.22 Upper Paleolithic sites from Germany and northern Switzerland also
indicate continued human presence surprisingly close to the ice sheets.

Over thousands of years, life in colder northern climates gave advantage
to small, though noticeable physical traits. The possibility that Homo
sapiens may have created their own preferences in partners cannot be
proved or discounted, but the differences in body type, skin tone, and eye
color that humans later categorized as race, suggest the influence of climate.
A paler skin, for example, could aid in generating Vitamin D at northern
latitudes.

In their ability to survive in varied regions all the way from savannas of
Africa to cold regions near ice sheets, Homo sapiens displayed a striking
capacity to respond to climate. No human resident of any community above
the Arctic Circle can simply venture out unprotected in winter no matter
how many generations her or his ancestors may have dwelled in similar
conditions. Homo sapiens secured shelter and created warm clothing. The
evidence for the key innovation of clothing is indirect: no article of clothing
from before 34,000 years ago survives. Instead, we find earlier indirect



signs of making clothing with tools: sharp blades, awls for making holes,
and eyed needles used for stitching together garments.

Hints for how Homo sapiens may have clothed themselves in cold
climates during the LGM can also be found in the much later example of a
man who died in the mountains of Tyrol in the southern Alps some 5,300
years ago, an individual from the Neolithic. Covered by ice, his body was
mummified and remained intact until hikers discovered his corpse in 1991.
He wore a coat and leggings made of animal hides, a bearskin cap, and
shoes made of bearskin and deerskin with grass used for insulation. The
much earlier Homo sapiens of the LGM would not have worn the same
clothes—they had no domesticated goats—but the Ice Man’s clothing
suggests how earlier humans may have clothed themselves to withstand a
harsh climate.

Climate change during the LGM both impeded and aided human
dispersal. Ice sheets took up so much water that sea levels fell by as much
as 140 meters, creating large land bridges. The Bering Strait, which today
separates the continents of Asia and North America and the countries of
Russia and the United States, was a land bridge during the LGM, now
named Beringia. At the same time, ice sheets and extreme cold also slowed
movement, especially in contrast to the comparatively rapid pace between
50,000 and 40,000 years ago. As the LGM ended, land bridges narrowed
but persisted in the case of Beringia up until 10,000 years ago.

As ice sheets began to recede, humans recolonized areas abandoned
during the glacial maximum and moved into entirely new areas. They
dispersed north in Europe back into Britain as early as 16,000 years ago, as
indicated by the bones of animals butchered for meat. Homo sapiens
dispersed north from glacial refuges close to the Mediterranean, and
movement into Europe also took place from areas in the Near East.23 The
relative contribution of populations from these different regions to the
modern European population is the subject of ongoing research and genetic
analysis.

In Asia, populations from Southeast Asia and adjacent areas of southern
China moved north into East Asia after around 19,000 years ago. In the



Transbaikal region of Siberia, human population disappeared between
24,800 and 22,800 years ago.24 The end of the glacial maximum brought
signs of cultural change to China, Korea, and Japan with the adoption of
microblade technology. These small sharp blades produced from material
such as quartz or obsidian could be attached to wooden stakes to produce
spears.25 This technological shift may show one effect of waves of
movement to the north and east.

With the end of the LGM, people also dispersed through northeast Asia
into the Americas. Research into the timing of human movement across the
Bering Strait and into the Americas has given rise to several possible
scenarios. Archaeological and genetic evidence suggests several different
pulses of migration rather than a single continuous process. Humans had
already reached Japan by 37,000 or 38,000 years ago and arrived at
northeastern Siberia by 30,000 or 31,000 years ago. Remarkable human
artifacts from this time have been recovered at the Yana River north of the
Arctic Circle in Siberia. Findings from the Yana River show that humans
made spear handles from rhinoceros horn and mammoth tusk. Ivory
recovered from the site contains markings of dots and dashes. It is possible
that people who had reached this site could have traveled further east to
Beringia and persisted along coastal ice-free areas during the LGM.
Beringia was cold, but to a large extent ice-free during the glacial
maximum. In this scenario, there was a pause in the human settlement of
the Americas.

In an alternate scenario people entered directly into Beringia and
continued to move to the south and east into the Americas around 15,000
years ago as ice sheets melted. Another model suggests a shorter pause in
migration across Beringia at around 18,000 years ago.26 Sea-level rise since
this period complicates the task of choosing between these and other
possible models of human migration into the Americas. Archaeological
sites that could help distinguish between these different scenarios of human
expansion into Beringia now lie submerged beneath the ocean.

Human populations already accustomed to coastal living dispersed
rapidly south along coastal routes. By 14,000 years ago, humans established



a settlement as far south as Monte Verde in Chile, though there is also
possible evidence of earlier human presence at Monte Verde and other sites,
which, if confirmed, would push back the date for the arrival of Homo
sapiens. This settlement at Monte Verde was found in a peat bog. Residents
lived in huts. Animal remains found at the site indicate that they ate
shellfish as well as now-extinct mammals, including gompotheres, animals
related to elephants. They also ate plants and nuts. The residents took
seaweed and algae from the ocean, which today lies much closer to Monte
Verde.

The same climate shifts that posed a challenge to Homo sapiens also
affected many other plants and animals. Some survived in glacial refuges
where smaller populations created the potential for evolutionary shifts.
Others died out, either because of loss of habitat from climate change, from
human hunting, or from a combination of these and other factors.

The fact that humans hunted large animals that no longer exist raises
questions about the possible role of humans in the demise of large extinct
animals or megafauna. Across continents, large species that existed until
comparatively recently are gone: the Megaloceros, a very large deer, the
wooly mammoth, and in Australia such large marsupials as the marsupial
lion as well as others. There are no longer gomphotheres in the Americas.
The pattern was general: North and South America lost most large
mammals between 12,000 and 10,000 years ago. The fact that such
megafauna had survived the previous interglacial period suggests a decisive
part played by human hunters in driving large prey to extinction. However,
climate change may also have reduced plant diversity in some regions after
the LGM, sharply reducing the supply of a family of protein-rich plants
called forbs, an important food source for megafauna.

Summary

In comparison to the thousands of years of human civilization, the several
million years during which ancestral species of humans evolved and the few



hundred thousands of years during which Homo sapiens emerged made up a
comparatively long period of time. The information available from this long
era reveals that ancestral species and early humans were both highly
dependent on climate and capable of withstanding shifts in climate. Climate
change influenced and in several periods helped create the pressures for the
natural selection that led to the emergence of humans. The cooling and
drying that shrank the rain forests of Africa created an advantage for
individuals who could eat a wider array of food in more broken forests. In
turn, living in and near savannas created advantages for individuals better
able to move long distances in search of prey and for individuals better able
to communicate and work together. Cooling in African habitats was a major
force that helped lead to the emergence of australopiths and to the later rise
of Homo erectus.

The pattern of glacial and interglacial oscillations affected Homo erectus
and the species that emerged from Homo erectus, including Homo sapiens
and our closest human relatives. Glaciation locked up water, creating land
bridges that aided dispersal out of Africa, but glacial maxima also reduced
the amount of territory in which humans could flourish.

Dependent on climate, humans also demonstrated considerable resilience
to shifts and even to abrupt change. Fluctuations between interglacial
periods and glacial maxima produced much greater shifts in temperature
and sea level than the changes during the much shorter time span of human
civilization. Humans also survived through several periods of abrupt
climate change, possibly after the eruptions of large supervolcanoes, and
also during Heinrich events. Even during the LGM, some human
populations managed to exploit resources in northern areas not far from the
ice sheets that prevented any permanent habitation. We are then the
products of evolution driven at least in large part by climate change, but our
ancestors existed during a much wider range of climate regimes than
humans have experienced in the recent past. Omnivores who consumed
meat, they resembled some other carnivores in their ability to shift their
range of hunting and focus on new prey, and their exploitation of many
foodstuffs may have made them more resilient than competing carnivores.



There were, however, critical differences between even the anatomically
modern humans who survived through these large climate shifts and us.
They lived under profoundly different social conditions. Their total
population was miniscule compared to ours, and they apparently passed
through population bottlenecks during which the number of individuals fell
into the thousands, creating risk for survival. The dwindling Neanderthal
population died out. A total population that plummeted too far could mean
extinction, but smaller populations without large fixed settlements also held
advantages. The total Homo sapiens population required far less food and
energy than we do today. Even so, cold spells led to lineage loss, and many
human populations went extinct.
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After the last glacial maximum

Living in a warming world brought many changes for humans. They
experienced shifts in the range of vegetation and of many animals. The
warming melted glaciers and unlocked water. Coastlines shifted, land
bridges narrowed, and sea levels rose, in some areas inundating previous
encampments and routes for travel. Familiar landscapes vanished, and new
ones emerged. The pattern of human settlement underwent rapid change.
Humans both recolonized areas they had abandoned at the peak of
glaciation and dispersed into new areas. They returned to regions in
northern Europe previously covered by ice and moved into higher
elevations in Europe and Asia. In the Americas, humans traveled to regions



just on the margins of ice sheets. Excavations in Wisconsin, not far from the
edge of the Laurentide Ice Sheet, which at its peak covered most of Canada
and adjacent regions in what is now the United States, revealed tools and
mammoth bones with marks that indicate butchering. Together, these
population movements after the LGM left only some islands, including
Hawaii, New Zealand, and the continent of Antarctica as regions without
humans.

People exploited a wide array of resources and foodstuffs in the late
stages of the Pleistocene. In North America, people of the Clovis culture,
named for fluted projectile points first found in Clovis, New Mexico, lived
in much of what is now the continental United States as well as in Mexico.
People of the Clovis culture hunted large game, including mammoths,
elephant-like animals, and bison, though the dramatic picture of the Clovis
people as mammoth hunters overlooks their foraging for plants and
consumption of small animals and fish.

Humans entering South America adapted to varied environmental
conditions. They dispersed along coasts and created sites at coastal areas
such as Huaca Prieta in northern Peru as far back as 14,200 to 13,300 years
before present (ybp). Humans also made their way inland. High in the
Andes Mountains at an elevation of 4,500 meters, or nearly 15,000 feet, the
remains of a camp dating back to 12,400 ybp shows that early hunter-
gatherers in the highlands of South America exploited resources in an
Alpine environment.1

Hunter-gatherers made their way into the Amazon basins. Carbon dates
for outcrops at Pedra Furada in a national park in Brazil as well as the
origin of deposits have led to prolonged disputes, but a site at Caverna da
Pedra Pintada (cave of the painted rock) near the town of Monte Alegre in
northern Brazil shows that humans established themselves in the region by
the late Pleistocene. Scattered sites in Brazil dating back to the period from
15,500 to 12,800 ybp suggest early settlement followed river valleys. More
traces of human occupation have been found for the period from 12,800 to
11,400 ybp in multiple regions of Brazil, including the Amazon rain forest,
the savanna, and the pampas grasslands in the south.



The entrance of humans into Patagonia in the far south of South America
provides an important test case for explaining the demise of megafauna. A
study of mitochondrial DNA from megafauna allows for precise dating of
the timing of the extinction of animals such as mammoths and giant sloths.
Imagine modern sloths, mammals found in Central and South America, that
may weigh some eighteen to twenty pounds—this gives little sense of the
enormous sloths that humans entering the Americas encountered. The giant
sloth, or Mylodon, weighed upward of 400 pounds and measured some ten
feet from snout to tail. Humans arrived in Patagonia around 15,000 to
14,600 ybp, and megafauna and human populations actually coexisted
during a reversal to a colder Southern Hemisphere climate between 14,400
and 12,700 ybp termed the Antarctic Cold Reversal (ACR). Rapid warming
in the Southern Hemisphere followed the ACR, which coincided with the
cooling of the Younger Dryas in the Northern Hemisphere. Extinctions took
place around 12,280 ybp, and in only three centuries, 83 percent of
Patagonia’s large mammal species died out.2 During this period, pressure
from human competition amplified the shock caused by climate stress,
leading to a very different outcome from the previous interglacial period
when the megafauna survived.

In Europe, numerous artifacts and archeological sites show the growing
complexity of thriving human societies after the LGM. Humans created
increasingly specialized tools for activities including hunting. Hunter-
gatherers built seasonal camps at sites favorable for obtaining food. The
shores of a shallow lake in what is now Belgium provide just one of many
examples. Here, humans gathered plants and hunted game attracted to the
waters.3 In regions including the Rhineland, people made increasing use of
the bow and arrow as a hunting weapon. This would have proved useful for
deer hunting in the boreal forest south of the glaciers. Collecting plants and
plant materials also counted among the seasonal practices of hunter-
gatherers in the late Pleistocene in regions including the western edge of the
Caucasus in Georgia.

In a swath of Europe running from northern Spain through France into
central Europe, people of the Magdalenian culture, named after a site in the



Dordogne River Valley of southwestern France, hunted many species of
animals. In a climate still much colder than that of today, they hunted
reindeer more intensively than any other species. Magdalenian hunters
employed new tools to hunt their prey in the steppes of Western and central
Europe. Spear throwers, often made with reindeer bone, enabled a hunter to
strike prey with great force from a long distance. The later stages of the
Magdalenian era saw the use of harpoons, which enabled more intensive
fishing.

The spear throwers themselves were often decorated with carved animal
heads, reflecting a broader trend toward decorative art most famously
preserved in cave paintings. The oldest cave paintings, both in France and
elsewhere, predate the Magdalenian culture, which spanned the period from
approximately 17,000 to 12,000 ybp, but the Magdalenian produced some
of the most startling and remarkable cave paintings, found at numerous
sites, including the Lascaux caves in France. Discovered in 1940, the
paintings at Lascaux depict animals, including deer, bison, and aurochs.
Other caves from the Magdalenian culture show similar subjects. The
Magdalenian culture also created portable objects. Engravings of reindeer,
frequently absent from cave paintings such as those at Lascaux, have been
found on pieces of bone.

Along with hunting, people of the Magdalenian collected plant food—
Magdalenian sites contain nuts and stones from fruits. A few sites contain
stones that could have been used for grinding wild grains. Humans here and
elsewhere made such grain part of their diet well before the advent of
farming. Magdalenian peoples may have moved seasonally to establish
camps to exploit resources in different parts of their range of settlement.

In Eurasia, as in the Americas, the combination of climate change,
human population growth, and advances in human hunting technology
placed many large animals in increasing peril. It is unlikely that the
warming climate by itself led to mass extinctions of so many large animals.
Megafauna had survived previous interglacial periods, but areas into which
megafauna had previously retreated likely provided less protection from
humans in a warming world. Some of the animals that the people of the



Magdalenian culture feasted on, such as reindeer, survived and thrived to
the north. However, others went extinct as the world warmed and humans
improved hunting technology. The extent to which human activity
contributed to megafauna population decline varied by species. Climate
change, for example, appears to have predominated as the main factor in the
extinction of the woolly rhinoceros.4

Hunter-gatherers in a warming world intensively exploited a wide range
of foodstuffs. They were not farmers: they continued to collect food, but
there is strong evidence that they gathered grain. In the Near East, as
elsewhere, hunter-gatherers already incorporated more grain into their diet
before the start of farming. In particular hunter-gatherers gathered legumes
and wild grasses. Charred seeds and fruits collected from Kebara at Mount
Carmel in Israel, show the collection of legumes and fruits even before the
LGM. Seeds found at a site in the Sea of Galilee from the period of the
LGM demonstrate the collection of grasses such as wild barley and wild
wheat. Warming after the LGM appears to have encouraged hunter-
gatherers to focus more on collecting cereals rather than small-grained
grasses.5

After the LGM, the Natufians, a culture from the Near East, exemplified
the diversification of diet in a warming world. The Natufians hunted
animals, including gazelles. They also gathered plants and cereals and
created tools, such as sickles and mortars, that could have been used to
collect and process food. Before the Natufians, hunter-gatherers in this
region employed seasonal strategies of setting up camps at particular sites
for the times of the year most useful for collecting food, but the Natufians
built sizable permanent villages with structures with stone foundations.
Their sites have been found across the Levant, or eastern Mediterranean, in
Israel, Palestine, Jordan, Lebanon, and Syria, and late Natufian sites can be
found as far north as southern Turkey. They appear to have preferred
building their villages in woodland areas.6 They employed a wide range of
tools made from stone and bone and also produced decorative objects such
as jewelry made from materials including shells.



In China as well, hunter-gatherers collected wild grasses. They may have
turned to tubers and grasses as early as the LGM to supplement their diet
during a period of reduced resources.7 Low sea level during the LGM
expanded coastal plains, and the loss of these regions with warming could
have deprived hunter-gatherers of lands highly suitable for foraging.8 At the
same time, northern regions became easier to exploit, and genetic analysis
suggests northward dispersal.9

Younger Dryas

Within the general warming trend after the LGM, humans experienced an
abrupt climate shift on a scale that would doubtless shock modern
populations. The Younger Dryas, named after an arctic flower (Dryas
octopetala) that appeared in Europe during this near-glacial cooling
episode, interrupted the overall warming trend of the deglacial period.
Between 12,900 and 11,600 ybp, temperatures in the Northern Hemisphere
dropped abruptly, plunging as much as 10°C within decades. According to
the most widely accepted hypothesis, deglacial warming produced cold
freshwater from melting ice sheets that entered the North Atlantic, slowed
the Atlantic Meridional Overturning Circulation (AMOC), and initiated the
Younger Dryas. The cold meltwater flowed by several routes to the ocean,
including an initial flow south into the Gulf of Mexico, then later toward
the east into the North Atlantic through the St. Lawrence River10 and north
through northwestern Canada and into the Arctic through the MacKenzie
River.11 Flow of this meltwater into the North Atlantic via these latter paths
decreased the salinity, and therefore the density, of surface waters that today
sink to create North Atlantic Deep Water. The resulting slowdown of
AMOC reduced heat transport to the northern polar regions and produced a
plunge in temperatures there. An alternative hypothesis for the cause of the
Younger Dryas, though one that generally lacks supporting evidence,
suggests that one or more extraterrestrial objects struck or exploded over
the Laurentide Ice Sheet, triggering the meltwater flow.12



The Younger Dryas impact was felt worldwide, with substantial cooling
(as much as 10°C)13 in higher latitudes of the Northern Hemisphere, more
modest cooling in Europe (3–4°C), and a slight warming in the Southern
Hemisphere. This temperature change, in turn, moved the location of the
intertropical convergence zone, or ITCZ, which marks the tropical rainbelt.
With a cooling Northern Hemisphere, the ITCZ shifted south, which
produced a weaker summer monsoon and relatively dry conditions in the
Northern Hemisphere, particularly in Africa and Asia.

The Younger Dryas therefore forced humans to respond rapidly to a
colder and drier climate. A short comparison to the present day is
instructive: how would modern societies react if confronted with a cooling
on the order of 3°C (5.5°F)? There is abundant evidence to show that
modern societies have on the whole become more resilient to shifts in
climate over time, but they have experienced no shifts remotely comparable
in severity to the climate change of the Younger Dryas, at least in the most
affected regions such as Europe.

Charting the precise human response remains challenging for two
reasons independent of the actual temperature record. First, in many
regions, the archeological evidence of prehistoric societies dating back to
the Younger Dryas is so fragmentary that we lack a detailed record of
material culture just before and during the Younger Dryas. Second, the
Younger Dryas was not the only phenomenon that affected societies.

In North America, the Clovis culture that had spread rapidly across
much of the continent ended during the Younger Dryas. People of the
Clovis culture colonized eastern North America. By around 12,900 ybp,
their projectile points were displaying greater diversity, indicating that the
uniformity of Clovis technology was starting to break apart as people
inhabited particular regions. This diversification became the rule after the
onset of the Younger Dryas. Climate stress and megafauna extinctions
encouraged more intense exploitation of increasingly varied food supplies,
possibly including a greater proportion of plants. The disruption may have
been severe enough to cause abandonment of some sites and population
decline.14 In what is now the southeastern United States, human population



appears to have risen before the Younger Dryas. As indicated by proxies
such as artifacts from the Clovis culture—the Clovis biface projectile points
—population rose between 13,200 and 12,800 ybp. Population then
dropped from 12,800 to 11,900 years ago before rising again. The sequence
in this instance conforms to the pattern we would expect to find if abrupt
cooling had hampered the Clovis culture, but other factors could have
contributed to these population trends. Small shifts in dating Clovis artifacts
would also change our understanding of the relationship between the Clovis
culture and the Younger Dryas.15 More broadly in North America, the
Younger Dryas did not end human settlement: small, mobile populations of
hunter-gatherers were able to continue to obtain food.

In Europe, the Younger Dryas led to the most significant effects in
northern regions. In Britain, remains from humans and from animals
associated with human activity show a marked decline. Indeed, no human
remains with dates from the Younger Dryas have been found in Britain,
though other human artifacts from this period have been identified. Overall,
the human population in much of Europe expanded during the warming
period that preceded the Younger Dryas.16

How did humans respond to the cooling trend of the Younger Dryas?
The climate shift created the potential to encourage changes in collecting
resources in two directions. Abrupt cooling could have propelled time-
tested strategies for hunting and gathering, the methods that humans had
employed previously during the LGM. Alternately, humans after a period of
population growth could have adopted a different strategy of intensifying
the exploitation of a wider array of food such as plants.

The pattern of responses to the Younger Dryas has been most
extensively investigated for the Middle East and for the Natufians. Research
into the Younger Dryas in the Near East has yielded at least two possible
scenarios to respond to a crisis. Just after a period of population increase,
the Natufians had more people to feed in a cold climate. One scenario posits
varied responses to the Younger Dryas. Some groups responded to the
colder and drier conditions by intensifying nomadic hunting and gathering,
leading to a poorer record of archaeological remains.17 It was also possible



to both intensify hunting and gathering and to diversify food supply. The
abrupt climate shift during a period of rapid social development also gave
hunter-gatherers incentive to increase cultivation to sustain the complex
communities that they had created. As cooling and drying reduced the
supply of some wild plants, such as wild lentils, Natufians collected and
cultivated grain in order to keep their settlements and preserve their culture
and society. According to scientists who favor the split-response scenario,
evidence from Abu Hureyra, a site in the Euphrates River valley in
Northern Syria, indicates that hunter-gatherers started to cultivate crops
because the Younger Dryas caused a decline in wild staple crops.18 Rye
may have been cultivated there as long as 13,000 years ago.

Another scenario sees a less dramatic response to the Younger Dryas and
holds that human societies in the Near East, as elsewhere, continued to
sustain themselves by hunting and gathering. Research that backs this
scenario interprets the seeds not as evidence of early cultivation by
Natufians but instead as remnants from animal dung used as fuel. Natufians,
in this interpretation, responded to the Younger Dryas cooling by
rebalancing their food supply.19 This scenario raises the question of what
would have happened if the Younger Dryas had occurred several thousands
of years later. If comparatively large numbers of people depended for their
livelihood on cultivation, how would they have responded to an event like
the Younger Dryas?

Cultivation

Temperatures quickly rebounded once deep ocean circulation recovered
after the Younger Dryas. The ITCZ, along with associated precipitation,
again migrated north. With the return to warmer conditions, agriculture
expanded in the Levant. Sites from the period just after the Younger Dryas,
an era dubbed the Prepottery Neolithic, yield strong evidence for intensified
cultivation, including abundant seeds and granaries for storing grain. There



was plentiful wild rye, and with warming in the Holocene, populations
made more use of barley.20

FIGURE 2.1 Holocene temperature variation.
Source: Shaun A. Marcott et al., 2013, “A reconstruction of regional and global temperature for the
past 11,300 years,” Science 339, 1198–1201.

There may be no need to identify either a local response to Younger
Dryas cooling or an adaptation to Holocene warming as the single path to
farming because farming emerged in more than one locale, even in the
Middle East. If the Younger Dryas helped propel hunter-gatherers who had
recently experienced population growth to cultivate crops, it also made the
prospect of growing grains difficult in colder, higher regions of the
interior.21 A host of sites with early evidence of cultivation have been
discovered in the Fertile Crescent, though the exact speed and timing of
domestication remains an issue. Grains, including rye, barley, and einkorn,
and legumes have been found across the area. Over time, the number of
crops cultivated in each site also increased.22



Climate change before and during the early Holocene also affected the
potential for cultivation and the emergence of agriculture in China. As in
the Fertile Crescent, hunter-gatherers in China collected grain before
domestication. Ceramics and grinding stones date back all the way to the
LGM. In China, late Pleistocene people lived as foragers. They ate animals,
including deer, antelope, and wild pigs. Archaeological excavations suggest
they occupied some sites only briefly and shifted their base frequently.
Thousands of years before the start of farming, they also obtained food
from wild grasses and employed grinding stones.23 The cold climate of the
Younger Dryas could have pressed people to get more storable food and
therefore to cultivate.24 In the Holocene, the warmer and more humid
climate either stimulated the cultivation of cereal in China or it enhanced
cultivation.25

After hundreds of thousands of years in which first human ancestors and
later humans had survived as hunter-gatherers, the transition to farming was
comparatively swift. Humans in region after region took up cultivation of
domesticated crops during the Holocene. For millennia, some humans
continued to survive as hunter-gatherers, but their proportion of the human
population decreased and finally dwindled to the point that only a very
small fraction of humans still supported themselves mainly as hunter-
gatherers by the early twentieth century.

No change of this magnitude, away from hunting and gathering and
toward farming, can be attributed to a single factor, and research has
yielded several explanations for the increase of cultivation and
domestication of plants and animals. Climate change influenced the
conditions for cultivation. Rising population, according to another model,
accounted for the shift to farming.26 In one possible relationship, climate
change eased the spread of agriculture, which boosted population. In a
second, population growth in the Holocene created the need for acquiring
more food. Indeed, population was already rising before the start of the
Holocene. Genetic analysis indicates a start to population growth in East
Asia, for example, some 13,000 years ago.27



Other explanations for intensifying cultivation and the rise of agriculture
point to cultural and behavioral change. Humans, before they extensively
domesticated plants and animals, had long experience with wild crops and
animals that they surely could draw on. Moreover, the favorable climate of
the Holocene did not generate a sudden, immediate shift to farming. It
could take 1,000 to 2,000 years to develop nonshattering varieties with
large grains in which the seeds would not shatter or blow off easily into the
wind.28 Today, we simply assume that grains such as wheat stay largely
intact until harvest, but that is not the case for wild varieties: farmers and
their customers would certainly suffer if grain dispersed with a puff of
wind.

These explanations are not mutually exclusive. Population growth
continued during the period of early Holocene warming. The shift toward a
warmer and far more stable climate during the Holocene created favorable
conditions for a major shift during the Neolithic, or New Stone Age. The
New Stone Age, which began about 12,000 years ago in the Fertile
Crescent, did not erase the practice of foraging or eliminate hunter-
gatherers, but it initiated a decisive shift toward the paramount use of
domesticated crops and animals. Climate change, however, did not create
some kind of switch that suddenly turned people toward agriculture.
Regional conditions shaped the emergence of agriculture in varied locations
at different times.

Under any historical approach, southwestern Asia or the Near East was a
key site for the independent emergence of agriculture. Over a few thousand
years, agriculture spread across the entire region. Early farmers cultivated
crops, including barley, emmer (farro), pulses (edible seeds such as peas
and beans), and wheat. As early farmers chose to plant some crops, they
may also have abandoned or at least reduced their cultivation of some crops
such as rye.29

Agriculture also emerged and expanded separately in China. Early
farmers in China domesticated millet and rice. The precise advent of
domesticated rice remains open to question. New Stone Age people in both
North and South China collected wild rice by 11,000 years ago.30 As is the



case for grains in the Near East, the speed of domestication remains in
dispute, in part because of uncertainty about the extent to which
measurement of the size of rice grains can track the pace of domestication.
In a rapid or early domestication scenario, domestication of rice was
already underway between 9,000 and 8,400 years ago. Nonshattering rice
dates as far back as 8,700 ybp (6,700 bce) at the Neolithic site of Baligang
on a tributary of the middle Yangtze River, but the grain size is still smaller
than in domesticated rice.31 In a slow domestication scenario, hunter-
gatherers collected varied wild plants such as water chestnuts and hunted
and fished as they gradually domesticated rice.32 The Holocene generally
favored the cultivation of rice, but sea-level rise and associated salinity
drove the collection and farming of rice away from the low-lying areas.
Rising waters in particular affected the Delta on the lower Yangtze River.

Domestication of plants took place independently during the Holocene
in the Americas. The earliest cultivation of moschata squash, which today
includes such vegetables as butternut, may have begun as early as 10,000
years ago in far northern South America. Squash was a domesticated crop
by almost 9,000 years ago in the Balsas River Valley of southern Mexico.33

Maize, what Americans call “corn,” was domesticated in Central America.
Identifying the ancestors of maize eluded scientists for a long time, but
there is now overwhelming evidence that corn or maize originated from a
wild plant called Teosinte, found in parts of Central America and Mexico.
Genetic analysis suggests that maize first emerged 9,000 or more years ago
in the Balsas River Valley in southern Mexico. At the time, residents
modified the landscape, cutting down and burning forests and replacing
them with plots of land for farming. Stone tools used to grind and mill
maize from the region date back nearly that far to 8,700 years ago. The
grinding tools still contain the residue from maize.34 Maize cultivation
expanded, and farmers grew maize in the Yucatan Peninsula as early as
7,000 years ago.

There were multiple sites for domestication in the Americas. In South
America, the domestication of the potato took place in the Andes
Mountains. Remarkably, the early farmers in these steep highlands found



ways to make use of a crop that initially contained high levels of toxins.
The ancestral forms of domesticated potatoes most likely came from the
central Andes, possibly from the region of Lake Titicaca, a large lake
between Bolivia and Peru at an elevation of more than 12,000 feet. Dates
for domestication range from 7,000 to 10,000, or even more, years ago. The
crop spread north and south along the Andes during the pre-Columbian era.
Early farming villages in the Zana Valley in Peru ate a diet that included
moschata squash by 8,000 years ago.35

Along the western coast of South America, complex societies developed
from some 5,000 year ago at sites such as Aspero where the Supe River
enters the ocean in northern Peru. Another complex site with platform
mounds is located inland at Caral. The residents sustained themselves with
fish, orchards of fruit, and plants. The question of whether they grew maize
gave rise to many years of research. Maize finds from the site of Aspero
remain small, but larger concentrations of maize have been found at inland
sites in quantities that show deliberate farming of a domesticated crop.36

In South America, farming populations along the Andes cultivated
terraced fields and collected and steered water in irrigation systems.
Residents of Peru and Bolivia developed strategies for controlling and
storing water.37 In the Peruvian Andes, a system of canals provided
drainage for the ceremonial center at Chavin de Huantar (900-200 BCE).38

Peoples of eastern North America also began to cultivate several crops.
They ate many of the same staples found in Central America. Maize and
several varieties of squash entered North America after having been
previously farmed in Central America. Other cultivated crops may have had
an independent origin in North America. There is evidence that peoples of
eastern North America began to cultivate sunflowers and certain varieties of
summer squash, before the introduction of corn and other crops from
Central America.39 Chenopod, another crop cultivated in eastern North
America before the arrival of Central American foodstuffs, was later
abandoned.

Centuries later, European settlers encountered native peoples who
cultivated both crops that originated in eastern North America and crops



introduced from Central America. English settlers at Jamestown
encountered Powhatan Indians who grew squash, maize, beans, and
sunflowers. In Massachusetts, the Pilgrims discovered to their benefit that
their new neighbors grew corn.

Pastoralism and cultivation also took place in Africa during the
Holocene. In the case of Africa, the question of whether native peoples
domesticated cattle or adopted cattle first domesticated elsewhere has led to
ongoing research. Pastoralists in the Sahel or savanna, the grasslands to the
south of the Sahara, first raised cattle as early as 8,000 or even 10,000 years
ago, but genetic analysis suggest that the domesticated cattle raised in
Africa may have initially come from the Fertile Crescent. Cattle herding
spread west and south.

Africa is yet another region with a complex of native crops and other
crops introduced from other regions. As in other regions, hunter-gatherers
collected wild grasses. Cultivators in Africa domesticated crops, including
millet and sorghum. The process was underway by some 4,000 years ago,
and may have started much earlier. An exact date is hard to find because of
the lack of a clear early boundary between wild and domesticated crops.
Tubers with underground roots or bulbs, including yams, proved an
important domesticated crop for people living south of the savanna in the
tropics.40

Peoples of New Guinea also grew crops. They cultivated taro, a plant
with a starchy root, and bananas. Archaeological evidence indicates the
cultivation of taro in the highlands of New Guinea as far back as nearly
7,000 years ago, and the transition to such farming may have begun as early
as 10,000 years ago.41 Uncertainty remains about whether people of New
Guinea initially cultivated taro or domesticated the plant.

The simple division between hunter-gatherers and farmers does not fully
capture the full range of methods employed by hunter-gatherers to remake
and shape landscapes. In Australia, for example, humans did not farm, but
nonetheless set fires to manage use of grazing animals and to control the
supply of plants.42 Natives of Australia also engaged in early aquaculture:



at Budj Bim, near the site of Mount Eccles in southern Australia, people set
up eel traps some 6,000 years ago.

The scattered timing for the domestication of crops and animals
indicates both the importance of climate as well as the ability of humans to
adapt farming and pastoralism to varied regions. Farming in the Near East,
China, Central America, the Andes, New Guinea, and elsewhere took place
under very different conditions: there was no single environment required
for domestication, and humans proved adept at making use of and
domesticating a wide range of crops: a potato does not resemble a sheaf of
wheat.

In broader perspective, however, the Holocene climate boosted
widespread cultivation and domestication. Homo sapiens, we believe, had
more or less the same intellectual capacities that we do today for many tens
of thousands of years, but the expansion of agriculture took place during the
Holocene when humans experienced a period of climate stability unlike
anything they had witnessed for tens of thousands of years. It is necessary
only to think back to the landscape of the LGM: humans had proved
versatile in finding resources in varied regions, but the steppes and tundra
of the LGM would never have supported intensive farming to the same
degree as the far more widespread warm and moist regions of the Holocene.

The spread of farming

Farming and pastoralism spread out during the Holocene from multiple
early centers, including the Yangtze and Yellow River Basins, the Levant,
Mexico, West Africa, and New Guinea. Either farmers themselves moved
and brought farming with them as they established new settlements or
neighboring populations took up farming. In the first scenario, farmers
moved, either peacefully or through conquest, into areas previously
inhabited by hunter-gatherers. In the second, the techniques and methods of
farming gradually spread to new hunter-gatherers. Archaeological finds, the
investigation of human languages, and more recently genetic analysis have



all shed light on this process. Genetic data point to the role of population
movement in spreading agriculture both by migration and cultural
diffusion.43

In the case of Europe, research has identified several possible human
migrations during the early Holocene. Genetic analysis indicates a link
between early farmers in central Europe and the Mediterranean and
populations from southwestern Asia.44 In central and Northern Europe,
farming and hunter-gatherer populations apparently interacted for a
significant period of time. Findings from Sweden, for example, suggest the
presence of some arrivals from southern Europe as far back as 5,000 years
ago.45 Genetic analysis also suggests the spread of populations that made
use of dairy products north and west into Europe. A genetic mutation that
allowed adults to digest milk may have given an advantage because the
population of lactose-tolerant people could rely on a broader supply of
food.46 The migration north and west of these dairy specialists began some
8,000 years ago.

Farming spread to varied regions in the Americas. In the Amazon,
archaeological finds show increasing settlement by 10,500 ybp. During this
period, artifacts also indicate growing regional diversity. By 4,000 years
ago, humans created villages in the Amazon Basin. Farming also began
during this same period with a shift to more deliberate and intentional
agriculture.47

The spread of farming in the Holocene also led to the rapid growth of
human population.48 Population growth began before the start of the New
Stone Age and accelerated during the Holocene for several reasons. The
first is most obvious: the production of more food. Food supply affects the
frequency with which a mother may become pregnant and give birth.
Hunter-gatherer mothers typically breastfeed their children far longer than
do mothers in farming societies, and hunter-gatherer mothers only wean
their children at age three. This has the effect of spacing out births and
therefore of slowing population growth rates. Mothers in a farming society,
in contrast, would wean children at a younger age, which has the effect of
increasing population growth rates.



Across the world, domestication increased overall population despite
some temporary slumps. In Europe population rose quickly during the shift
to agriculture. In Africa, population grew rapidly after around 4600 ybp. In
Africa, farming may have spread with the migration of Bantu-speaking
peoples. A similar pattern between agriculture and population growth holds
for Southeast Asia.49 Overall, between the start of the Neolithic and about
5,000 years ago, world population of humans increased from some 4–6
million to 14 million, though estimates vary.

Once populations shift to farming, it becomes increasingly hard to move
back to a hunter-gatherer life. Farmers remake the landscape in ways that
make it harder to live as a hunter-gatherer. Farmers make massive
investments in capital, labor, and time in clearing land and raising crops and
animals, and population growth creates numbers of people too large to be
supported by hunting and gathering. The density of hunter-gatherer
populations varies, but population density is much higher for societies that
derive most of their calories from agriculture than for hunter-gatherer
societies. Farming therefore created the possibility for humans to break
though previous demographic constraints. At the same time, farmers
became ever more dependent on a climate that could support their way of
life. Unlike hunter-gatherers who, in principle, could disperse into new
areas so long as population density remained low, farming populations
could not leave en masse without suffering massive disruption and danger.
An event like the Younger Dryas would cause far more disruption to a large
population dependent on farming than to a much smaller and mobile hunter-
gatherer population with experience obtaining food in varied ecological
niches.

Overall population growth during the Holocene did not ensure
continuous, sustained growth in all farming regions. Evidence from the
period termed the Prepottery Neolithic, for example, shows population
fluctuations after the emergence of farming in the Levant. During the first
era of the Prepottery Neolithic beginning around 10,500 years ago, farming
villages increased in size and number in Mesopotamia and the Levant. Such
villages also occurred across a much wider area than during the previous



Natufian era. However, settlements shrank toward around 8,900 to 8,600
years ago.50This has been attributed to multiple causes, possibly including
migration to the north and west, war, the advance of disease in larger
communities that provided more hosts, a cooling trend, and more arid
conditions as well as to combinations of these factors.51 Temperatures
during this time dropped abruptly. This cooling event has come to be known
as the 8.2 k event, or simply, the 8k event.

8.2 k event

Similar in some sense to the Younger Dryas, the 8.2 k climate event
interrupted the shift toward warming and higher precipitation. In this case
the cooling was less than that estimated for the Younger Dryas—ice cores
from Greenland indicate a cooling of around 6°C, and cooling averaged
around 1°C across Europe.52 The ice cores show that the cooling lasted for
a period of around 150 years, and glaciers expanded on Baffin Island.53

Within the relatively stable Holocene, the 8.2 k event stands out as one
of the sharpest climate fluctuations since the Younger Dryas. The
geographic expression of the 8.2 k event was similar to the Younger Dryas,
with the coldest temperatures affecting the northeast Atlantic region, and
drying in Africa and Asia. In contrast to the Younger Dryas, however, there
is little evidence for Southern Hemisphere warming. As in the case of the
Younger Dryas, a large pulse of freshwater entered the North Atlantic and
slowed deep ocean circulation. In the 8.2 k event, Lake Agassiz, a vast
glacial lake, drained out through Hudson Bay into the Atlantic. The 8.2 k
event preceded the rise of complex civilizations, so we would find no
archeological evidence of the collapse of large cities. At one extreme, the
8.2 k event could have contributed to the collapse of Neolithic societies or
to migration, but a counterinterpretation emphasizes the ability of Neolithic
peoples to adapt to this climate shift.54 At the site of Tell Sabi Ayad in
northern Syria, for example, the archaeological record shows numerous
changes around the time of the event, including evidence of an increase in



textile production and of abandonment of pigs in favor of cattle.55 This
cooling event may have countered the further advance of the Neolithic into
Europe.56

The 8.2 k event, however, did not lead to a permanent collapse of human
societies, which continued to develop in the Near East and elsewhere during
a new phase, designated the Pottery Neolithic. One interpretation holds that
the 8.2 k event led to migration from western Asia into the Balkans.57

However, farming villages in the Near East proved resilient. It is certainly
possible to find sites abandoned, but they are not situated in the areas likely
to have been most affected by the 8.2 k event.58 The effects may also have
varied by region—thus a study of Scotland that uses evidence of human
activity as a proxy for population finds a collapse of population.59

The end of the Green Sahara

In much of Africa in lands that today make up the Sahara desert and
adjacent regions to the south, fluctuations in climate played a major part in
shaping human strategies for obtaining and producing food during the
Holocene. In North Africa, the period from the late Pleistocene to the early
Holocene brought a period later described as the African Humid Period, the
most recent of the Green Sahara. It may seem difficult to believe today
when the Sahara is the world’s largest warm desert, but from around 12,000
to 5,500 years ago, the Sahara was a region covered with vegetation and
lakes. Ancient lake bed sediments show much higher lake levels than at
present. Today’s Lake Chad, now shrinking because of human-driven
climate change, is only a fraction of the size of the ancient paleo-lake that
once extended far beyond the shores of the current lake. The abundant
supplies of water supported large populations of both people and animals
that are either scarce or, in much of the Sahara, altogether missing today.
Engravings on rock outcrops in the desert recall this very different past. The
engravings depict people swimming, big game hunting, herds of livestock,
and wild animals including hippos and crocodiles. The crocodiles of the



Green Sahara lived in the lost desert lakes. Today they are mostly gone,
though a small remnant population has been found living in caves and near
seasonal wetlands in Mauritania in North Africa.

This African Humid Period was caused by an increase in monsoon
strength associated with changes in Earth’s orbit. In accordance with the
precession cycle, the Northern Hemisphere summer coincided with
perihelion around 11,000y ago. The result was about 8 percent greater solar
radiation during the summer, which was particularly influential in the lower
latitudes that lacked a large ice sheet to moderate the influence of increased
insolation. Greater summer insolation increased the temperature difference
between large land masses and the surrounding ocean, causing a northward
shift in the ITCZ and strengthening the summer monsoon. Monsoonal
precipitation increased up to 50 percent during this time.60

Human population grew in the Sahara during the African Humid Period.
Humans settled throughout the eastern Sahara. Hunter-gatherers and
eventually pastoralists both made their home in the region. The rate of
population growth was not the same in all parts of the Sahara, but overall
population increased rapidly. Human communities formed at lakes such as a
paleo-lake (ancient lake that no longer exists) at Gobero in Niger. Hunter-
gatherers who lived at Gobero between 7700 and 6200 BCE created the
first known cemetery site in the Sahara. To the east, the African Humid
Period also improved conditions for hunting in East Africa. There were
fluctuations in human population of the Sahara. People, for example,
abandoned the site of the paleo-lake at Gobero for about a 1,000 years
between 6200 and 5200 BCE, but population only declined sharply at the
end of the African Humid Period some 5,000 years ago. At Lake Gobero,
for example, the record of burials comes before 2500 BCE.61

The end of the African Humid Period, driven by decreasing solar
radiation associated with precession, created major challenges for human
populations. As paleo-lakes dried up, some individuals became more
mobile.62 Some moved out of the Sahara, either south or east into the Nile
Valley. The concentration of population along the Nile immediately
preceded the rise of pharaonic Egypt.



Others intensified use of the most favorable niches. The rapid increase in
aridity gave humans reason to more fully exploit novel strategies for
obtaining food. Increasing aridity imperiled domestication in rapidly drying
areas, but also may have fostered advances in agriculture.63 With scarce
supplies available from hunting and gathering, the benefits of relying on
domesticated animals increased. Images from rock art and the remains of
dairy fat on pottery indicate the use of domesticated cattle in North Africa
in the fifth millennium BCE. Despite their lactose intolerance, people were
able to process milk, possibly into a form of butter, cheese, or yogurt, and
then consume dairy products.64 At Wadi Bakht on a plateau in southwestern
Egypt people experienced a sharp climate shift at around 5,500 years ago.
They became nomadic pastoralists until humans abandoned the area with a
final episode of drying around 4,500 years ago.65

The drying trend appears to have both dispersed and concentrated
populations. In West Africa, the overall trend toward drying conditions
could have concentrated populations along the Niger and fostered the rise of
urban areas with more centralized power.66

Shifts in climate may have influenced the routes and timing of the large
Bantu migrations that remade the human population map of much of Africa.
Today, Bantu-speaking peoples make up the large majority of the
population of central and southern Africa. Genetic analysis suggests that
Bantu people began to migrate out of West and central Africa some 5,000 to
5,600 ybp.67 Between 3,000 and 2,000 years ago, a drying trend shrank
forests in central Africa. As forests thinned, Bantu farmers were able to
move south more easily. New migrants most likely moved at first to the
edge of forests and then traveled further into the forest zone. They built
villages, used pottery, and appear to have practiced simple agriculture.
Findings of domesticated pearl millet in southern Cameroon date back to
400 to 200 BCE.68 Models based on analysis of large numbers of Bantu
languages suggest that Bantu peoples followed emerging savanna areas that
broke up the rain forest, both along the periphery around 4,000 years before
present and then in some central areas such as the Sangha River by 2,500
years ago. In contrast, rain forest areas slowed migration.69



Bantu peoples took up iron working by around 2,500 years before
present, and the pursuit of charcoal to smelt iron created another possible
influence, along with climate, on the composition of forests. Drying climate
created the Dahomey Gap, a savanna that cuts through the rain forest in
West Africa. Oil palms spread into and proliferated in the gap. At Lake
Ossa in Cameroon, human collection and use of wood for smelting iron
could have contributed to reduction in the forest canopy.70 But the overall
decline of Holocene era forests around 2,500 years ago favored the spread
of the oil palm in central Africa even without human activity. The regional
climate change produced a shift from landscapes of evergreens to savanna
in central Africa, but this was also during the period of Bantu migrations,
and increased weathering stemmed from human activity as well.71 In East
Africa, as well, it is not always possible to determine the relative influence
of precipitation and of human activity on vegetation. Analysis of a core
from Lake Masoko in Tanzania shows the effects of burned charcoal,
suggesting that Bantu peoples cleared land as they spread agriculture to
East Africa.72

Complex societies

The expansion of farming during the Holocene helped make possible the
emergence of civilization, though the timing for the start of civilization
varied greatly by region. The earliest societies commonly identified as
civilizations date back to a period when many humans still lived as hunter-
gatherers. Neither a warmer and more stable climate nor farming may have
required the emergence of civilization according to a particular timetable.
However, civilizations repeatedly emerged during the Holocene. Such
civilizations shared many qualities. They possessed increasing social
complexity and political organization or government. They had larger
communities and cities or, in some cases, elaborate ceremonial sites. Their
ruling elites and religious leaders erected palaces, temples, and monuments.



They possessed denser networks of trade and communication, and in many
cases they developed writing.

Civilizations first emerged a little more than 5,000 years ago in
Mesopotamia and soon thereafter in Egypt. This period has been described
as the Bronze Age, the era when people employed bronze for items such as
tools and weapons. Civilizations arose independently in other areas of the
world—in China in the second millennium BCE, and in Central and South
America in the first millennium BCE. In every case, the stable warm period
of the Holocene aided in producing domesticated crops and in raising
human population, vital building blocks for civilizations, which rely on
extracting a surplus.

In the case of the first human civilization in Mesopotamia, agriculture
expanded with the proliferation of farming villages. Farmers generally
experienced favorable climate conditions, though sea level rise in the
Persian Gulf submerged coastal areas. Larger settlements as of around 5800
BCE such as the site of Tell Hassuna in northern Mesopotamia could
support some 500 people. Specialized buildings dedicated to some kind of
religious activity also date back to this era. Increasing social and political
complexity is also evident in the site of Tell Zaidan, a community from
around 4,000 BCE on the Euphrates River, which contained a temple and
signs of an elite culture such as seals or objects used to stamp and perhaps
mark possessions.

In the fourth millennium BCE, full-sized cities emerged in
Mesopotamia. Uruk, first settled around 4200 BCE, became a center for the
Sumerian culture as of around 3500 BCE. Uruk’s population increased from
some 10,000 people to as many as 50,000. The city possessed a large
religious temple complex. Uruk established colonies before its network of
colonies collapsed around 3100 BCE. However, despite Uruk’s setback, the
new urban pattern spread throughout Mesopotamia with the establishment
of more than thirty urban centers.

The emergence of civilization in Egypt saw many of the same general
phases. By around 5500–5000 BCE there were villages along the Nile
River. Towns appeared by the late fourth millennium. Both Egypt and



Mesopotamia had large imposing ceremonial religious sites, though Egypt
had fewer cities. In contrast to Mesopotamia, where the early cities acted as
independent city-states, Egypt was united under the Pharaoh by 3100 BCE.

The connection between climate and civilization was complex.
Civilizations both relied heavily on a climate suitable for farming and
displayed growing resilience to climate fluctuations. Egypt and
Mesopotamia both flourished despite a general drying trend in the eastern
Mediterranean.73

Civilizations also emerged in South and in East Asia. In South Asia, the
earliest civilization took root along the Indus River in what is now Pakistan.
The remains of large cities, Moenjodaro and Harappa date back to 2500
BCE. In China, Neolithic settlements spread in several regions, in particular
along the Yellow River and the Yangtze River. Early dynasties emerged in
the north on the Yellow River, most distinctly in the second millennium
BCE. The Shang dynasty ruled farming villages, towns, and cities.

The warmth of the middle Holocene, sometimes referred to as the
Holocene climate optimum, boosted emerging civilizations as well as
farming areas without complex governments and social organization. Any
distinct climate trend could benefit a particular form of life, be it dinosaurs,
marsupial lions, or mammoths, but the Holocene climate optimum provided
advantages in particular for civilizations built on farming. Extending
agriculture sustained a rising population and allowed elites to extract
resources to fund the religious and political sites identified with civilization.
The ability to collect and store grain on a large scale provided civilizations
with resilience in the face of bad harvests. The story of Joseph in the Old
Testament provides a striking example. The Pharaoh dreamed of thin,
scorched grain and scrawny lean cows that swallowed up healthy grain and
cows. He released Joseph from prison to ask him to explain the dream.
Joseph told him that famine was coming, and the Pharaoh put Joseph in
charge of collecting grain. “Joseph stored up huge quantities of grain, like
the sand of the sea; it was so much that he stopped keeping records because
it was beyond measure,” and Egypt was then able to withstand a severe
famine. This account of Joseph’s advice and action cannot be historically



verified, but it exemplifies the capacity that a farming civilization had to
withstand food scarcity.

An analysis of population and urban growth in the Near East suggests
that around 2000 BCE settlement patterns became decoupled from climate.
This finding does not prove that civilizations had become invulnerable to
any climate shock, but indicates increasing resiliency. Favorable conditions
could benefit agriculture, but population could grow through dry periods.74

Along with advances in technology, art, and architecture and a host of
impressive edifices and other building projects, the civilizations that
emerged from agricultural societies of the Holocene also created negative
effects. Farming produced more food and supported a higher population,
but more food did not necessarily equate to better health. Indeed, by many
measures the peasants who farmed suffered worse health than hunter-
gatherers. Average height, which serves as one proxy for average health
across a population, plummeted after the adoption of agriculture. The
evidence from archaeology supports the idea that hunter-gatherer societies
were surprisingly healthy by this measure. Average height at the end of the
last ice age in Greece and Turkey was around 5 feet 9 inches, but the figure
crashed after the spread of farming and fell to 5 feet 3 inches by 3000
BCE.75

Civilizations also served to incubate new diseases. A higher and denser
population increased the number of hosts for diseases that previously would
have burned out. The same Holocene farming societies that provided the
surpluses for building pyramids and ziggurats and the social complexity for
creating writing also encouraged the spread of such diseases as influenza,
smallpox, and measles. Higher sedentary populations, for example,
provided better conditions for the spread of tuberculosis (TB). Indeed, one
highly dangerous strain of TB first emerged in China around 6,600 years
ago at the same time that rice farming was also intensifying in the Yangtze
River Valley.76

The collection of resources in the Holocene agricultural societies greatly
increased opportunities for building highly unequal societies. A hunter-
gatherer band can certainly have leaders with greater power and privileges



than the average member, but living in a small community that periodically
packs up and moves imposes sharp limits on the ability to amass wealth.77

In contrast, most civilizations that extracted a surplus from agriculture saw
the rise of powerful, hereditary elites. The very division of Chinese and
Egyptian history into dynasties attests to the might of households that could
control and direct a surplus produced by farmers on a massive scale.

Conclusion

The Holocene marked a decisive shift for both climate and for human
history. Over previous tens of thousands of years, Homo sapiens had lived
in a world with far greater climate fluctuations. Climate after the Younger
Dryas was not static, but fluctuations were far less pronounced. Thousands
of years later, we still take this as the norm: a comparatively stable climate.

For human societies, the Holocene also saw an unprecedented change
from the past. The descendants of humans who had lived as hunter-
gatherers increasingly became farmers. Hunter-gatherers did not instantly
vanish, but the proportion of humans living as farmers, and in many cases
living in complex societies, increased. More recently, with radical increases
in farming efficiency and productivity, the proportion of people employed
in farming has fallen, but we still take it as a basic norm that domesticated
plants and animals will support a vast human population, far larger than the
numbers that ever existed before the Holocene.



CHAPTER THREE

The rise and fall of civilizations

• 4.2 k aridity

• Early human climate forcing?

• Late Bronze Age crisis

• Climate optimum: Rome

• Climate optimum: Han China

• Rome and Han China decline and collapse

• Climate and landscape in early medieval Europe

• Summary

On a time scale of several thousands of years, numerous civilizations and
human societies emerged, changed, and in some cases declined during the
late Holocene. Traditionally, climate formed part of the unexamined
background to the history of these societies. Thus in studying the history of
Holocene societies, historians begin with certain assumptions, including a
basic idea of the kind of climate found in the region for any given society.
Climate history, however, reveals that even during the late Holocene,
societies could confront significant climate fluctuations.

Integrating the history of climate change with human history takes
several possible approaches once we move beyond seeing climate as a mere
backdrop to human events. In the most cautious approach, climate
contributes to the basic conditions of agriculture and daily life without



functioning as a major cause for political or economic change.1 Societies
that thrive during periods of comparative climate stability may, of course,
never confront major challenges from climate, but another approach looks
at climate as a possible factor that contributes to the rise and fall of
civilizations. This takes the most striking form in studies of collapse.2 An
alternative approach, in contrast, focuses on resiliency and on how societies
respond to and adapt to shifts in climate along with other external changes.3

Civilizations and complex societies of the Holocene in general proved
both resilient and vulnerable to climate shifts. If civilizations had emerged
at an earlier point, they might well have collapsed in the face of changes in
climate. A complex society in Doggerland or Beringia, for example, would
have ended up submerged by the sea. Hunter-gatherers who dispersed
would leave no Atlantis under the waves. A large-scale civilization in one
of the regions most severely affected by the Younger Dryas would likely
have suffered great harm. There was no equivalent climate shift during the
Holocene, but major civilizations still faced fluctuations in climate. The
ability to manipulate the environment and stockpile resources gave
civilizations and complex societies resiliency, but even more modest
changes could challenge civilizations dependent on stable conditions and a
steady supply of water and precipitation.

4.2 k aridity

For climate scientists, the fate of the civilization along the Indus River
exemplifies the damage that climate change could inflict on even a highly
advanced society. By many measures, the recovered sites of the Indus River
civilization continue to impress us. The two largest sites, Moenjodaro and
Harappa, provide evidence of design and planning with a geometric
formation of structures, and foundations of large, imposing buildings.
Population estimates for these cities range from 35,000 to 50,000.
Moenjodaro stands out for its system of wells and drainage systems as well
as for a large pool dubbed the Great Bath. Other sites from this lost



civilization demonstrate attention to controlling and storing water with
drains, wells, channels, and dams. The people of the Indus River
civilization also invented a form of writing, though to date the short
fragments of script have not been fully deciphered.

FIGURE 3.1 The Great Bath of Moenjodaro.
Source: Wikimedia Commons, https://commons.wikimedia.org/wiki/File:20160806_JYN-03.jpg.

In contrast to Mesopotamia, Egypt, and China, the civilization of the
Indus River Valley fell into later obscurity. It emerged some time after
Mesopotamia and Egypt, around 2400 BCE. The large Indus River cities
preceded the height of Bronze Age settlements in China. However, the
Indus River civilization began to decline around 1800 BCE, and the largest
settlements of that civilization were abandoned by around 1600 BCE, long
before the end of ancient civilizations of Mesopotamia and Egypt.

The question of what caused the end of such a complex society has
sparked debate. One of the archaeologists who carried out extensive
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excavations at the site asserted that scattered bodies were victims of a
massacre carried out by Aryan invaders who sacked the city and destroyed
the civilization. This narrative is dramatic but unconvincing: an assortment
of skeletons does not prove a massacre carried out by any specific group or
the end of a city. Many of the skeletons could also have been buried, albeit
in a rudimentary fashion, and there is little archaeological evidence of an
act of widespread destruction at the city’s end. In place of the invasion
hypothesis, other historians suggested possible shifts in the course of the
Indus River. Such fluctuations could certainly have led to the decline of
some Indus River sites, but would not explain why an advanced society
simply did not move to follow a new river course. Finally, newer
archaeological studies take issue with the notion of a sudden collapse, by
pointing to a shift in settlement patterns to smaller communities to the east.
In this scenario some of the peoples of the Indus River survived and
adapted to a new way of life. Farming may have moved with migrants in
such a pattern, but the Indus River civilization, with its distinct artifacts and
script, died out.

Of all possible causes, climate change seems to have been most decisive
in undermining the Indus River civilization. Monsoon rains provided
indispensable precipitation, and when the monsoon moved, the civilization
faded away. Around 5000 ybp (3050 BCE), a strong summer monsoon in
this region fueled intense floods that precluded settlements and formal
agriculture. But monsoon strength waned as Earth’s precession cycle caused
summer insolation to decrease. After 4500 ybp (2550 BCE), this drying
trend favored the rise of farming and complex society in the region. Rivers
become calmer and floods less extreme, permitting the construction of
towns and cities along rivers. However, a continued decrease in
precipitation associated with the weakening monsoon threatened
agriculture. Geochemical analyses from Bay of Bengal sediments provide
evidence for the drying trend. Vegetation biomarkers buried in the sediment
show an increasing abundance of plants adapted to arid conditions between
4000 and 1700 ybp (2050 BCE and 250 CE). After 1700 ybp, plants
adapted to arid conditions predominate. The shells of plankton collected



from these sediments record an overall increase in the salinity of the Bay of
Bengal since 3000 ybp (1050 BCE), which points to the reduced river flow
in this region.4 Humans could have contributed to the problem through
overgrazing and deforestation, causing further stress on a reduced water
supply. Paleopathology or analysis of human remains suggests that disease
increased with climate stress.5 In one sense, the population proved resilient
if some moved east, but such migrants did not preserve their own
civilization.

The increasing evidence in favor of climate change as the prime cause of
the end of the Indus River civilization provides important historical lessons.
Even an advanced society capable of controlling and manipulating water
can meet its demise from aridity. As much as the Indus River people
increased their independence from fluctuations in rainfall, they remained
vulnerable to a sharp enough climate shock. This example raises important
questions: to what point can human societies remain resilient and adapt to
climate change, and under what conditions will their strategies fail?

The Indus River civilization was not the only complex society to
experience a major challenge from aridity around 4000 years ago (2050
BCE). Amid the generally favorable Holocene climate, a drying trend at
approximately 2000 BCE in eastern Tibet and western China in the western
loess plateau, named for the deposits of loess silt, may have damaged
Neolithic societies in China. At Sujiawan in northwestern China a forest
gave way to a forest steppe and then to a steppe. The drying appears to have
affected New Stone Age farming societies, and in some regions residents
shifted from farming to pastoralism. Drying also severely affected the
Hunshandake regions of inner Mongolia in northern China and undermined
the Hongshan society, a New Stone Age culture that left a trove of jade. A
landscape of lakes and rivers gave way to dunes, and for centuries thereafter
there were no similar artifacts or evidence of human settlement.6

The drying trend at around 2000 BCE was not so severe as to undermine
all complex societies or civilizations. In Upper Mesopotamia in what is now
Syria, some regions of early Bronze Age settlement suffered setbacks, but
others endured. Thus, settlements near Umm-el-Marra in what is now



northern Syria east of Aleppo were abandoned, and much of the area in
northeastern Syria near the Khabur, a tributary of the Euphrates River,
became devoid of settlements, but settlements endured in other regions, and
civilization persisted in Mesopotamia.7

The fall of the Egyptian Old Kingdom in the late third millennium BCE
also raises questions about whether the same drying trend that appears to
have damaged complex societies in South Asia and in the west of China
could also have created similar stress for Egypt. The Old Kingdom saw the
rise of a powerful and wealthy state with a rich religious culture. When we
imagine the vast structures of ancient Egypt, we are usually thinking of the
Old Kingdom: this was the age of the great pyramid building. Later periods
of Egyptian history left monuments, but the enormous pyramids at Giza
southwest of Cairo as well as the great Sphinx all date back to the Old
Kingdom. All required skill in design, planning, and labor, and all rested
upon the extraction of an agricultural surplus. This surplus required a steady
supply of water for crops. At base, the edifice of the whole advanced
Egyptian society rested on the ability of farmers along the Nile River Valley
to produce more than they needed to subsist on.

At the end of the Old Kingdom, centralized rule collapsed, and Egypt
entered a period termed the First Intermediate Period that lasted from 2160
to 2055 BCE. The building of the vast monuments synonymous with the
Old Kingdom came to an end. Internal strife and disorder increased during
this time between the Old and the Middle Kingdoms. Texts from the period
refer to danger from bandits and frequent deaths.

Historians traditionally attributed the First Intermediate Period to such
factors as the long rule by the last pharaoh of the Old Kingdom, Pepi II;
power struggles; or invasion, but there is strong evidence that a reduced
flood weakened the Egyptian state at this time. The lake at the Faiyum
depression in middle Egypt dried up.8 Numerous studies document a
widespread drought in the eastern Mediterranean and West Asia around
4200 ybp (2250 BCE). Geological records from the Nile River Delta in
particular highlight the minimum in Nile River flow coincident with the



collapse of the Old Kingdom.9 In this scenario, reduction in the Nile floods
caused by a drying trend helped propel state collapse.

The First Intermediate Period did not necessarily bring equal hardship to
all strata of Egyptian society. In today’s world, the most dire effects of
climate change often strike those without wealth or power because elites are
generally better shielded from the most severe consequences of climate
change. However, that was not necessarily true at all times. In Egypt, the
central state of the Old Kingdom broke apart, but a decline in the
production of luxuries for the elite did not equate to a collapse in broader
production of artifacts. In particular, graves for Egyptians below the highest
ranks showed a greater abundance of goods, including amulets and beads.
By this measure, commoners may not have suffered the same losses as the
elite, at least as long as they managed to survive any famine.

Ancient Egyptian civilization also showed resilience to the drying event
of approximately 2000 BCE in that the First Intermediate Period did not
lead to the collapse of the civilization. The model of kingship survived the
Intermediate Period, and the Egyptian state recovered strength during the
Middle Kingdom. Drought may have weakened but did not destroy ancient
Egyptian civilization; however, the cultural changes that emerged during
the First Intermediate period had lasting effects. The pharaohs of the Middle
Kingdom, though immensely powerful, acquired a new image as not simply
a ruler but also as a shepherd. A stylized shepherd’s crook served as one of
the symbols of the pharaoh.10

Human societies and civilizations flourished in diverse settings during
the remainder of the Bronze Age. Holocene agriculture continued to sustain
population growth and helped support civilizations in diverse areas of
Eurasia. Civilization survived in Mesopotamia and Egypt as well as to the
north of Mesopotamia. The Hittite Empire controlled much of Anatolia
along with parts of Syria, and in the thirteenth century BCE, the Hittites
fought the New Kingdom of Egypt. Bronze Age civilizations also
flourished in and around the Aegean Sea on the island of Crete, the site of
Minoan civilization, and on the southern Greek mainland at Mycenae. In
East Asia, the earliest recorded dynasty, the Shang dynasty, emerged in



China around 1600 BCE, though narratives of Chinese history also refer to
a previous dynasty, the Xia dynasty, whose existence is difficult to verify.
During the Bronze Age, total human population increased from some 14
million people 5,000 years ago to some 50 million by the start of the Iron
Age around 3,000 years ago when iron supplanted bronze as the metal of
choice for producing tools and weapons.

The intense farming and pastoralization that made possible population
growth altered the landscape and local environment in many regions.
Deforestation extended beyond the areas dominated by elaborate states.
Farmers cut trees with flint and later with bronze axes and burned wood.
Neolithic farmers in Britain, for example, cleared forests.11 Human activity
had already transformed the landscape in far-flung regions by the Bronze
Age.

Early human climate forcing?

On a much smaller scale than in later periods of time, pastoralists and
farmers in the Holocene increased emissions of greenhouse gases. The
expansion of pastoralism and animal husbandry had at least the potential to
create more methane. The clearing of land and the burning of trees, in
similar fashion, led to the possibility of increasing CO2 emissions during
the Neolithic and the Bronze Ages. First proposed by William Ruddiman in
2003, the early anthropogenic hypothesis posits that human interference
with climate began well before the industrial revolution as a result of
farming and land use. Evidence for such an early human forcing comes
from the observed increase in CO2 beginning 7,000 years ago, and in
methane beginning about 5,000 years ago, a pattern that is not seen at the
corresponding point in the previous interglacial periods.12 The timing of
CO2 increase is consistent with the clearing of land for agriculture, and the
methane increase coincides with the flooding of land for rice cultivation and
expansion of livestock.13 While the influence of early civilizations on



climate is still a matter of discussion, the early anthropogenic hypothesis
helps explain records from paleoclimatology and archaeology.14

Late Bronze Age crisis

The end of the Bronze Age came with disruption and in some cases brought
catastrophe to complex societies. In Egypt the New Kingdom ended in 1070
BCE when the country was split. In the first millennium BCE, Egypt
experienced decentralization, civil wars, and foreign invasions to the point
where it fell into the hands of a sequence of foreign empires. In Anatolia,
the Hittite empire collapsed by 1160 BCE, though the Hittite language
survived the demise of the state. In coastal Syria, the Ugarit state collapsed
in the twelfth century BCE.15 In Greece civilizations collapsed altogether.
The Minoan palace at Knossos in Crete was abandoned in the late Bronze
Age, though the site retained some population. Bronze Age civilization did
not survive on the Greek mainland. The palaces of the culture of Mycenae
were destroyed, and the culture collapsed between 1200 and 1100 BCE.

The change was so profound that the earliest era of Greek civilization
vanished into myth. The epics of Homer, composed in the Iron Age, looked
back to an earlier Greek civilization, so distant that later readers of an oral
tradition put down in words wondered whether there had actually even been
a city of Troy, let alone a Trojan war. The existence of Troy remained
uncertain until the amateur archaeologist Heinrich Schliemann, in
association with an English consul named Frank Calvert, excavated Troy’s
ruins in the 1870s.

With the collapse of the Greek Bronze Age, civilization suffered a major
disruption. Writing came to an end. The scripts employed in Minos and
Mycenae, later dubbed Linear A and Linear B, fell into disuse. Linear A has
never been deciphered, and Linear B was only decoded in the 1950s. The
Greek civilization made famous by cities such as Athens did not begin to
emerge until some 300 years after the demise of Bronze Age civilization in
Greece.



What caused this series of sharp setbacks suffered by so many complex
societies in Southern Europe and the Levant at the end of the Bronze Age?
Invasion is one possibility. Contemporary Egyptian texts referred to attacks
by Sea Peoples, without providing many details to identify these sea raiders.
An inscription from Medinet Habu, a mortuary temple for Pharaoh Ramses
III, describes an Egyptian victory over Sea Peoples: “The countries which
came from their isles in the midst of the sea, they advanced to Egypt, their
hearts relying upon their arms. The net was made ready for them, to ensnare
them. Entering stealthily into the harbor-mouth, they fell into it. Caught in
their place, they were dispatched and their bodies stripped.”16 In this
account Egypt prevailed, but this record does not emphasize the possible
costs of victory.

Natural disasters could also have shaken late Bronze Age societies. In
the case of Minos, archaeologists looked to the damage inflicted by the
eruption of Thera (Santorini), a volcano in a small group of islands in the
Aegean at around 1600 BCE. This was one of the most powerful volcanic
blasts ever witnessed by humans. It left volcanic deposits up to thirty meters
thick. It makes sense to investigate whether such a devastating eruption
devastated civilization, but if the volcano and a possible tsunami damaged
Minos, it did not immediately wipe out all sites of Minoan culture or erase
Bronze Age culture on the Greek mainland.

The very transition away from the Bronze Age to the Iron Age was
another possible cause of the late Bronze Age crisis. As iron supplanted
bronze, a state or civilization without a ready supply of iron would face a
military disadvantage. Whether because of this shift to iron, the prowess of
outsiders, internal divisions in Egypt, or due to a combination of all these
and other factors, Egypt experienced repeated invasions during the first
millennium BCE. In the eighth century the Kingdom of Kush in Nubia to
the south invaded and held Egypt. Assyria, a powerful military society that
rose in the north of Mesopotamia, invaded in the seventh century. Persia
took power in the late sixth century. Alexander the Great conquered Egypt
in 331 BCE, ending the rule of a last native dynasty, and Rome took Egypt
in 30 BCE. The degree to which these external powers exercised direct



power over Egypt varied, but the once highly independent civilization that
had endured for more than 2,000 years became an imperial province.

Along with singular natural disasters, internal problems, and external
attacks, climate change was a possible cause of stress for the late Bronze
Age societies of the Mediterranean and the Levant. A sequence of
temperature increases in the Northern Hemisphere, followed by temperature
decreases and increased aridity during the early Iron Age17 resulted in a
“hydrological anomaly,” or less available water between 1200 and 850
BCE. Records of vegetation from the Nile River Delta point to a series of
regional droughts, including the ones around 4200 and 3000 ybp (2250 and
1050 BCE), that would have affected civilizations in this region.18

Without any single catastrophic event, year after year with an average
drop in precipitation would have reduced the supply of food. This was not a
sudden climate shock but a cause of growing stress that interacted with
other internal and external problems that weakened late Bronze Age
societies in the Mediterranean and the Levant. In this scenario, food
shortages could also have contributed to the invasions of Sea Peoples, by
propelling desperate people to migrate in search of a new way of life.19 The
Sea Peoples, according to this interpretation, were not marauding pirates
but environmental refugees.

Climate fluctuations in the late Bronze Age did not undermine all
civilizations and human societies. Population fell in northwestern Europe,
but cooling in the early Iron Age came after population had already fallen.20

Such timing, if it stands up, does not, however, prove that climate was
irrelevant in the fortunes of human societies in areas such as Ireland. If a
climate shift did not determine the rate of population decline, a colder
period would still have made farming more difficult for societies facing
other challenges during the transition from the Bronze Age to the Iron Age.

The abandonment of complex sites in North America in the period after
around 1000 BCE has raised the question of whether climate fluctuations
during this period generated social stress in the Americas. In particular, a
large and elaborate mound complex at Poverty Point in what is now
Louisiana, includes a series of mounds and ridges built between 3700 and



3100 ybp. According to most interpretations, the sites were abandoned
thereafter. The Early Woodland cultures that emerged around 2600 ybp had
lower population densities and traded over shorter distances. Along with
immigration and technological change, climate change counts among the
possible explanations for this cultural and social shift. In particular, climate
change may have increased the likelihood of floods, as recorded in
sediments.21 A comparative absence of detailed climate proxies from the
region and problems dating and describing the transition to the Early
Woodland period as well as the protection from flooding on high ground at
Poverty Point itself pose challenges to this climate change hypothesis, but
flooding in the region could have disrupted food supplies and trade routes.22

Iron Age societies were not immune to the effects of the same climate
shifts that created challenges for late Bronze Age societies. The case of
Assyria shows both the military power of one of the most successful early
Iron Age empires and the possible strain created by arid conditions. From
their base of power in northern Mesopotamia, the Assyrian kings waged
annual campaigns. Their iron arms and weapons, military engineers, and
mastery of sieges led to numerous victories. Assyrian armies conquered
Syria, Phoenicia, Israel, Babylon, and Egypt. At times, they employed
terror. An inscription, for example, declared, “I built a pillar over his city
gate and I flayed all the chiefs who had revolted, and I covered the pillar
with their skin.” Assyrians engaged in mass deportations of some
conquered people. Imposing Assyrian stone reliefs depicted the movement
of deported peoples, along with other themes, including war and royal lion
hunts. Assyrians themselves also gave a religious explanation for conquests.
Royal inscriptions referred to expanding the territory of the Assyrians’
gods, in particular the god Ashur.

After centuries of asserting its military might, Assyria collapsed
comparatively quickly. The Assyrian Empire suffered from civil wars in the
late seventh century BCE as well as rebellions, and in 612 BCE forces from
Babylon and Medes took the city of Nineveh, the capital city for the Neo-
Assyrian Empire. However, the fall of a state, which had caused so much
fear among its neighbors for so long, seems surprisingly abrupt. Rebellions



and civil war contributed to the demise of the Assyrian Empire, but climate
change may also have placed a burden on Assyria. The Near East
experienced dry conditions in the seventh century BCE at the same time
that Assyria had to provide for a larger population. A contemporary letter
written by a court astrologer attests to the difficult conditions: “No harvest
was reaped.” However, a counterinterpretation disputes the finding that
Assyria was overpopulated.23

A decline in solar output may also have affected climate during the
transition from the Late Bronze Age to the Early Iron Age. Measurements
taken from European peat bogs show a decrease in solar irradiance in this
period.24 According to some models, this decline in solar irradiance led to
increased precipitation, which reduced deserts and expanded steppe
grasslands in Central Asia and southern Siberia. More plentiful forage
would, in turn, have boosted the nomadic population of the region,
including a people known as the Scythians. As their population increased,
Scythians then migrated westward toward the Caucasus, the Black Sea, and
eventually toward Europe25. In the fifth century, the Greek historian
Herodotus described the Scythians. The Scythians themselves, he recorded,
said they had come from the desert, but Herodotus believed that they had
arrived from Asia. In recounting wars waged by neighboring peoples
against the Scythians, Herodotus also provided evidence that could fit into
an alternative explanation of Scythian migration as a response to invasion,
and if climate affected the Scythians’ movements, drought could also
explain their westward shift.26

Climate optimum: Rome

Within the period of the Holocene, drying trends caused regional stress.
Conversely, more stable conditions benefited civilizations. The period of
comparatively warm and stable climate from roughly 400 BCE to around
200 CE, for example, has been described as a Roman climate or climatic
optimum. These terms derive from the idea that complex societies and



powerful empires of the classical era benefited from the climate of their era.
Such optimal conditions, of course, are not fixed: a very different climate,
highly inhospitable for such empires, could be optimal for something else.
Thus, the much colder climate of the LGM could be described as optimal
for reindeer. The term “optimum” itself therefore points to the close
relationship between climate change and human history.

Rome and the Han dynasty, two of the largest and most powerful
empires of antiquity, flourished during the climate optimum. From a small
city-state on the Tiber River in central Italy, Rome expanded to rule all of
Italy, the entire Mediterranean basin, and eventually vast regions of the
interior of western and southeastern Europe. Rome’s origins were shrouded
in legend and in the tale of two brothers, Romulus and Remus, said to have
been raised by a wolf. The brothers fought—and the victor, Romulus,
named the city after himself. Another legend, made famous by the Roman
writer Virgil in his epic poem the Aeneid, told of Rome’s founding by
Trojan refugees. As far as can be determined, eighth-century BCE Rome
was actually a village or small town. In its early years, Rome had kings, but
in the late sixth century BCE Rome abandoned monarchy and became a
republic with annually elected consuls and a senate. With its powerful
aristocracy, this republic was not a mass democracy.

A standard narrative of Roman expansion features warfare and an
expanding military and body of citizens. From its starting point on the Tiber
River, Rome steadily grew. This process began long before Rome came
under imperial rule. Rome fought a series of wars against neighboring
Latins. In the fourth century BCE, Rome defeated and made conquered
Latins Roman citizens, thereby strengthening the Roman military. This
choice to expand the number of citizens set a model of growth that Rome
employed repeatedly over several centuries. To the south, Rome fought
against Greek colonies, all the while adopting elements of Greek culture. In
the third century BCE Rome struggled against but ultimately defeated King
Pyrrhus, who had been invited by Greek city-states in Italy to assist them
against Rome.



Rome fought a series of wars, the Punic Wars, against Carthage, Rome’s
greatest rival for supremacy in the Mediterranean. In the First Punic War
from 264 to 241 BCE, Rome took the island of Sicily. The second war,
from 218 to 201 BCE, in which Rome fought the masterful Carthaginian
general Hannibal, was a hard-fought affair, in which Rome suffered defeats
before finally prevailing. The third and final Punic War, from 149 to 146
BCE, was a matter of vengeance. Rome retaliated against rebellion by
destroying Carthage, laying the city to waste, and carrying out killings and
deportations that foreshadowed genocide. Rome completed conquest of the
Mediterranean with a series of further campaigns against Macedonia and
entered Syria in the first century BCE. They also moved farther away from
the coast: Julius Caesar led the conquest of Gaul.

With Caesar, Rome began the transition to empire. The assassination of
Caesar brought a power struggle in which his nephew and adopted son
Octavius triumphed. Octavius ruled as princep, or first man, with imperium
or superior powers of command and in effect established the Roman
Empire. Expansion continued through the shift in government. The Empire
pushed further away from the Mediterranean; back into Britain, which
Caesar had reached; into Romania; and toward Switzerland and Germany,
though German tribes pushed the Romans back to the Rhine.

The example of Rome reveals not only the importance but also the limits
of integrating climate as a major factor in human history. Vastly expanding
on the brief narrative above, the many histories of Roman expansion have
not traditionally looked at climate as a major cause for Rome’s success.
Numerous factors contributed to the sequence of Roman victories and
imperial growth. The Romans themselves claimed to fight and win just
wars. Whether or not their wars would be seen by others as just, they also
benefited from a military elite that won rewards for victory. Many of
Rome’s generals proved highly capable. Commanders like Caesar came
from the aristocratic elite, and when the Roman Empire suffered setbacks in
the third century CE, professional career soldiers supplanted commanders
from the aristocracy. The long-serving professional soldiers in their legions
provided an experienced fighting force.



Rome’s ability to incorporate neighbors and conquered peoples into the
Empire and its military magnified Roman power. The contrast with the
famed Greek city-state of Sparta was striking. From the sixth through the
fifth centuries BCE, if not earlier, Sparta was the greatest military power on
land of all the Greek city-states. In the fifth century BCE Spartans fought in
alliance with Athens against the Persian Empire and then fought the
decades-long Peloponnesian War with Athens from 431 to 404 BCE. Sparta
relied on highly trained soldiers who spent years training, but the number of
Spartan soldiers dwindled as did Sparta’s military power by the fourth
century BCE. Rome, in contrast, built up a very different military model in
which men from many cities and regions served in the Roman military.

With so many keys to victory, it is not possible to single out the climate
optimum as the single or prime cause of Roman expansion. Other cities,
states, and tribal confederacies defeated by Rome experienced much the
same climate. Rome did not defeat Carthage or conquer Gaul because of a
shift in climate. At the same time, a comparatively stable climate helped
sustain the Roman realm and empire over many centuries.

Rome’s population and the area under cultivation grew during the
climate optimum. The size of Rome’s population is difficult to estimate
because there was no single count of all residents. Estimates for maximum
population most often range from 50 to 70 million with growth through the
second century CE.

The vast and growing population required a steady and reliable supply of
food. Roman capacity to feed such a large and far-flung population
depended on both human adaptation and on favorable conditions. Rome not
only grew but also collected and distributed food. The city of Rome itself,
for example, took in foodstuffs and grains produced in other parts of the
Empire. The area under cultivation increased. Already by the first century
BCE, Romans engaged in reclaiming land as the Republic expanded.27 The
Roman system of producing and distributing food benefited from the
climatic optimum. In Egypt, for example, flooding in the Nile River led to a
high ration of good harvests, boosting agricultural productivity.28



In place of feats of generals and emperors, a history of the Roman
Optimum could begin by focusing on trees, olives, and grapes. Accounts by
Roman authors indicated the shift in range of trees, including beech and
chestnut, and of cultivation of olives and grapes during the period of the
climate optimum. The author Columella of the first century CE remarked
on the belief “that regions which formerly, because of the unremitting
severity of winter, could not safeguard any shoot of the vine or the olive
planted in them, now that the earlier coldness has abated and the weather is
becoming more clement, produce olive harvests and the vintages of
Bacchus in the greatest abundance.”29 Olives were being grown in new
regions. Indeed, the cultivation of olives in Gaul or France expanded under
Roman rule. Roman agriculture also extended the area for growing
grapevines to the north.30 Roman settlement and colonization of conquered
provinces created demand for such products as the climate optimum eased
the expansion of cultivation.

Climate proxies indicate a general warming trend in the late Republican
era. Such warming could have shifted the Mediterranean climate to the
north. Evidence collected from the Po River Delta, the Adriatic Sea, and the
Alps suggests rising temperatures in Italy. These multiple proxies show a
detectable warm period, though one not as warm as that produced in the
twentieth and twenty-first centuries. This warm period provided favorable
conditions for farmers and reinforced other causes for population growth.31

Social and cultural shifts interacted with climate to strengthen these
trends. During the climate optimum, Roman innovation and adaptation
accounted for much of the success in supplying the Empire’s population. In
far-flung regions of the Empire, Romans managed and steered water. To the
present day, Roman aqueducts that have endured in some cases for nearly
2,000 years demonstrate ingenuity directing water. The population in arid
regions of the Empire developed techniques for storing water. Residents of
Palmyra and nearby villages in Syria collected rainwater in cisterns and
used it for agriculture in a region that today is a desert.32 In Libya, the
remains of Roman fortified farms called Gsur, or castles, stand in areas that
today receive scant rain and are inhabited by pastoralists who tend to only



cultivate grain in valley floors following rain. A wetter climate could
explain the ability of Roman farmers to plant in lands that are so dry today,
but any increase in moisture was modest. It seems, then, that the farmers of
Roman Libya managed to farm dry lands because they excelled at
managing water. Farmers stored and channeled water using cisterns, and
foggara or quanats, underground channels for water. They channeled water
from seasonal rains into fields to grow crops that would otherwise have
required more rain: barley, wheat, fruits, herbs, olives, and others.33

Climate influenced Rome’s dimensions. Roman power thrived in the
Mediterranean Basin and in adjacent lands. At its height, Rome pushed its
boundaries farther north, capturing all of Gaul, the Balkans, and much of
Britain as well as Alpine lands. However, Roman power faltered as Roman
forces pushed further into Central Europe. After winning so many victories
around the Mediterranean and in Gaul and Spain, Rome suffered
catastrophic defeat in 9 CE at the Teutoburg Forest, where German tribes
ambushed Roman legions in dense woods.

The ability to thrive in a harsh and often cold climate became part of the
German image for Romans. The Roman historian Tacitus emphasized such
qualities. He distinguished Germany’s climate from that of Italy or other
Mediterranean regions. “Who would relinquish Asia, or Africa, or Italy, to
repair to Germany, a region hideous and rude, under a rigorous climate,
dismal to behold or to manure,” Tacitus asked, “unless the same were his
native country?” Their landscape and climate made the Germans tough: “To
bear hunger and cold they are hardened by their climate and soil.”34

The Roman Empire survived the defeat at Teutoburg and established a
military frontier along the Rhine River and the Danube River. This was for
the most part a stable frontier, where Romans set down the foundations of
such towns as Cologne and Koblenz, but the association between cold and
the German threat returned in the late third century CE when Rome faced a
crisis that almost brought the Empire to an end before Roman power
recovered in the late third century CE. According to some accounts, frozen
rivers made for an easier invasion route.



In Britain, climate also shaped Roman perceptions of inhabitants and the
setting for the Roman boundary. Cassius Dio, a Roman consul and
historian, stressed the hardiness of British tribes that withstood cold in the
north: “They can endure hunger and cold and any kind of hardship; for they
plunge into the swamps and exist there for many days with only their heads
above water, and in the forests they support themselves upon bark and
roots.”35 Roman legions at times entered Scotland, but Rome stayed close
to the present southern boundary of Scotland along Hadrian’s Wall in the
120s and 130s CE. Hadrian’s successors tried to push the boundary north,
before falling back to the line along the wall. The Roman/Byzantine
historian Procopius, writing in the sixth century, described the wall as
marking a sharp division in climate: “Now in this island of Brittia the men
of ancient times built a long wall, cutting off a large part of it; and the
climate and the soil and everything else is not alike on the two sides of it.
For to the east of the wall there is a salubrious air, changing with the
seasons, being moderately warm in summer and cool in winter ... But on the
west side everything is the reverse of this, so that it is actually impossible
for a man to survive there even a half-hour.”36

Climate optimum: Han China

In China, the Sui and Han dynasties similarly created a vast empire
sustained mainly by agriculture during the climatic optimum, and as in the
case of Rome, standard narratives of Chinese history treat climate mainly as
a backdrop. In 1046 BCE, the Zhou dynasty overthrew and replaced the
Shang dynasty. From its core in the Yellow River Valley, the Zhou
expanded to the west and the south, but began to fragment by the eighth
century BCE. As the Iron Age emerged, there was no strong single state in
China. The power struggles between competing states formed the backdrop
for the thinking of the philosopher Confucius. Living during a period of
conflict, he praised an imagined past of order and called for hierarchy in
which people followed their proper role in society. One of his analects,



reportedly compiled by his students, describes Confucius as having stated,
“Let the ruler be a ruler and the subject a subject; let the father be a father
and the son a son.”37

A powerful, centralized, Chinese dynasty only emerged during the short-
lived Qin dynasty of 221–206 BCE. The Qin emperor conquered the
competing Chinese states. He imposed order by building a strong
bureaucracy and by standardizing weights, measures, and writing. He
supported the philosophy of legalism, which called for strict punishments to
ensure good behavior under the state. The goals of legalist writings at least
converged with his aims of increasing state authority. The Qin empire
collapsed soon after the death of the founding emperor, but this did not
return China to the prolonged conflicts of the warring states period. Instead,
the Han dynasty took rule over China in 206 BCE.

Under the Han dynasty, China became a large and stable empire. The
Han dynasty blended Confucianism with legalism and allied the emperors
with Confucian scholars. The empire ruled over the bulk of areas held by all
later dynasties and established a strong presence along the western and
northern frontiers. At its height of military power, the Han dynasty pushed
west during the reign of the Emperor Wudi, who ruled from 141 to 87 BCE.
Chinese armies ventured to Central Asia in support of trade and
colonization. The empire erected cities with walls built out of pounded
earth to offer protection from steppe nomads. Emperor Wudi, for example,
settled colonists on the Ordos Plateau of what is now Inner Mongolia in
northern China. Armies and colonists also pushed south. As in nearly all
periods of Chinese history, seminomadic peoples on the frontier proved
difficult to control and subjugate, so Han emperors relied on diplomacy and
trade as well as on military campaigns, to maintain a presence in the west
and north.

With a focus on the rise and fall of dynasties and methods for rule and
integration, prevailing narratives do not emphasize the role of climate, but
as in the case of Rome, the stability of the climate optimum made it easier
to expand agricultural output. Han dynasty farmers employed a wide array
of tools and techniques to raise yields, and the state sponsored irrigation



projects. Agricultural experts wrote texts outlining models for improved
farming. The population increased from some 20 million to close to 60
million by the midpoint of the dynasty, though it fell sharply in the early
first century CE during a period of severe floods.

Climate, as in the case of the Roman Empire, also helped mark the Han
dynasty’s boundaries. Ambitious rulers such as Wudi pushed China
westward, but only at an enormous cost. The Han dynasty dominated the
agricultural lands of China, but struggled to assert power over arid and cold
regions to the west and north. China built fortified towns in the northern
zone.38 Along the northern frontier, the Han dynasty focused in particular
on regulating a nomadic people known as the Xiongnu. Chinese perceptions
of the Xiongnu and of their ability to thrive in a difficult climate resembled
Roman views of Germans, though Mongolia was very different from
Germany. Simi Qian, the historian who wrote during the reign of Wu and
was harshly punished by the emperor, described the lands of the Xiongnu as
“submissive wastes.”39

As in the Roman Empire, the large population also depended on
successful management of water. Indeed, China exploited the Yellow River
so effectively that the very scale of engineering came to pose a risk. Flood-
control projects on the Yellow River expanded to hundreds of miles of
levees. The intense farming that sustained the Han dynasty’s large and
growing population increased erosion and in turn led to further construction
of levees. In CE 14–17 the levee system broke down in a series of massive
floods that caused many deaths and crisis in the empire.40 Rebellions
interrupted imperial rule until restoration of the Han in a new capital to the
east, Louyang.

The apogee of the Roman Empire and the Han dynasty marked a new
high mark for overall human exploitation of the natural environment. Never
before, in all of human history and prehistory, had humans tilled so many
fields, raised such large quantities of cereal, or raised so many animals.
With the clearing of land for agriculture, deforestation increased, with a
concomitant rise in CO2. Flooding of fields for rice cultivation can account



for much of the observed increase in methane since 2000 ybp, with the
raising of livestock contributing to the methane emissions as well.41

Rome and Han China decline and collapse

Over several centuries, the Roman Empire and the Han dynasty came to an
end or collapsed. That very word “collapse” has met with frequent critique
from historians who have argued that narratives of political collapse
overlook elements of continuity. Roman collapse, for example, did not
mean that the Roman Empire eroded at the same pace in all locations. The
end of imperial rule in the western empire occurred in 476 CE, but the
eastern empire survived for many centuries afterward. That eastern empire
became known as the Byzantine Empire, but in its day, it was still termed
the Roman Empire. In the centuries immediately after the demise of the
empire in the west, the culture of the eastern empire endured, before the
Byzantine Empire lost much of its territory and underwent cultural, social,
and religious changes that took it very far from the society of antiquity. The
remnant of the Byzantine Empire endured until the Ottoman Turks
conquered the city of Constantinople in 1453, putting a definitive end to the
Roman Empire.

Despite the persistence of Rome in the east, it is useful to speak of the
collapse of the Roman Empire so long as we understand what that means.
Collapse did not immediately extinguish the culture and society of antiquity
in all places at the same time—it is true that life continued on in the east
without such disruptions longer than in the west. However, collapse had
many real dimensions. Urban living all but vanished in the west of Europe
and retreated in the east. Such change came far more slowly and less evenly
to the eastern regions of the Roman Empire, but even Constantinople
became a shadow of its former self, with large sections of the city in
disrepair, and the population in the late Byzantine era fell to a fraction of
the level of earlier centuries. In the former western empire, collapse erased
the complex state and bureaucracy in wide sections of the empire: power



became highly decentralized and fragmented. Population plummeted: the
amount of cultivated land decreased and many areas became waste or
forest.

In terms of culture, literacy dropped, and reading and writing became the
province of a cadre of religious specialists. Even Charlemagne, king of the
Franks from 768 to 814 and the most powerful ruler in Western and Central
Europe during the first half of the middle ages, could not read or write, and
failed at the task when he tried to learn late in life. As his biographer
Einhard recounted, “He also tried to write, and used to keep tablets and
blanks in bed under his pillow, that at leisure hours he might accustom his
hand to form the letters; however, as he did not begin his efforts in due
season, but late in life, they met with ill success.”42

In China, the Eastern Han dynasty emerged after the crisis of the first
century CE, but the renewed Han dynasty in its new eastern capital faced
persistent challenges. Imperial power eroded, and the dynasty suffered from
internal struggles. Settlements and colonization in the west also burdened
China with the costs of maintaining frontiers alongside restive seminomadic
peoples. Within China, the empire confronted a series of rebellion by
Daoists and others. Factions, including eunuchs and Confucian scholars,
engaged in protracted power struggles at the imperial capital. All the while,
the provincial commanders entrusted with propping up the dynasty became
increasingly powerful until the eastern Han dynasty came to an end as
China split apart into multiple kingdoms in 220 CE.

The imperial model did not end in China as subsequent dynasties would
prove, but by several measures China experienced decline during and after
the period of Han imperial breakup. Population fell, and the area under
cultivation dropped, especially in northern China. Nomadic groups
repeatedly moved into the former imperial realm.

If a stable climate contributed to the success and expansion of the
Roman Empire and the Han dynasty, what role, if any, did climate play in
collapse and decline? Multiple factors contributed to the rise and fall of
Chinese dynasties, including the actions of rulers, relations between ruling
elites, relations with neighbors, and cycles of rebellion, but dynasties also



typically flourished during eras with greater precipitation. Thus, the area of
desert decreased during the period of the western Han dynasty from 206 BC
to 24 CE.43 In general, the earlier western Han dynasty enjoyed better grain
harvests. During drier periods, the state was also more likely to suffer from
fiscal problems.44

In the case of Rome, the causes of collapse have long fascinated
historians. Going back centuries, historians pointed to multiple events and
phenomena as possible causes of Rome’s decline. They stressed both
external and internal causes. From the frontiers of the Empire, barbarians,
Germanic tribes, and others attacked the Roman Empire until they overran
it. Urban living faded, weakening the Empire from within. Inside imperial
borders, the rise of local magnates and military strong men eroded the
influence of the imperial government at the center. That government itself
grew more corrupt and less effective. Economic imbalance grew between
the eastern and western empires: long after the western empire had begun to
decline, the east and Constantinople remained comparatively wealthy.
Rome’s defenses also weakened: the military lost its edge, relying
increasingly on barbarian recruits and eroding the distinction between
friend and foe. As Rome’s religion changed, the rise of Christianity struck
some authors as a cause of decline, a charge rejected by St. Augustine in his
work the City of God.

Historians have identified all of these as well as other possible
explanations for the collapse of Rome, however they have defined collapse.
A complete listing of all hypotheses advanced for the demise of Rome
would be encyclopedic, but even though some explanations might not
convince, the sheer number of plausible arguments indicates that Roman
collapse and decline stemmed from multiple interacting causes. Seldom,
however, did the historians of Rome’s decline and collapse stress the effects
of climate change. The standard historical interpretations of decline did not
advance any kind of deterministic argument based on climate, though the
eighteenth-century author Edward Gibbon, who coined the phrase “decline
and fall,” discussed the possible influences of climate on people.



With so many possible causes of decline, it is difficult to conclude that
climate change determined the fate of either the Roman Empire or of the
Han dynasty, but climate research has yielded evidence that climate shifts
contributed to the struggles of both empires. In the case of Rome, the
capacity to manage water and distribute food made Rome resilient to
fluctuations in weather, but Roman population growth also made the
Empire more vulnerable to more decisive climate disruption.45

Climate instability during the late Roman era affected agricultural
production. Drying in the third century came at the same time that Rome
almost collapsed. Good harvests became more infrequent.46 The climate
fluctuations in late antiquity took different form in the eastern empire.
Higher humidity and precipitation improved conditions for farming in parts
of the Eastern Mediterranean and Anatolia.47 A more favorable climate was
one of several factors that helped classical civilization endure significantly
longer in the eastern than in the former western regions of the Roman
Empire. Settlements in the eastern empire flourished with the cultivation of
grain, olives, walnuts, and fruit in regions including the interior of
southwestern Anatolia before a shift at the end of the sixth century CE
when farmers abandoned fields and orchards, and pastoralism increased.
South Central Anatolia also experienced population growth in late antiquity
before the shift to drying when cultivated cereals and walnuts gave way to
steppes and forests of pines and cedar. Palestine similarly benefited from a
moist climate in areas such as the Golan Heights and faced a contraction of
farming in the seventh century.48

Far from Rome’s imperial core, climate fluctuations affected the
Empire’s fortunes. The Nile flood in the late imperial era became less
reliable for farming, and a series of large droughts in Central Asia may have
added to the pressures exerted against both Chinese imperial rule and the
Roman Empire. The massive droughts appear to have propelled migration:
residents, including the Huns and Avars, moved west from Central Asia to
the frontiers of Rome where they posed a major military threat. Tree-ring
records from north-central China show that central Asia experienced three



multidecadal droughts centered around 360, 460, and 550 CE, each of
which is roughly coincident with a period of invasions.

Climate fluctuations stemming from the El Niño-Southern Oscillation
(ENSO) may have caused these Central Asian “megadroughts.” ENSO
conditions fluctuate between the El Niño (warm) phase, expressed as warm
ocean waters in the eastern equatorial Pacific Ocean, and the La Niña (cold)
phase, with cooler waters. During El Niño (warm) phases, a weakening of
the trade winds allows warm waters to migrate eastward along the
equatorial Pacific. The warmer surface temperatures fuel stronger
convection cells in the atmosphere and lower atmospheric pressures in the
central Pacific. This alters atmospheric and oceanic circulation patterns in
such a way to produce a positive feedback: even more warm water piles up
on the eastern side of the Pacific and upwelling of cold waters along Peru’s
coast weakens. The opposite conditions—strong trade winds, increased
upwelling, and colder surface waters in the eastern Pacific—characterize La
Niña (cold) phases. Shifts between these two phases currently occur every 2
to 7 years.

El Niño and La Niña conditions affect weather and climate worldwide.
ENSO cycles shift the jet stream, and thus storm tracks, in midlatitude
regions. The shifting of the jet stream during El Niño winters increases
precipitation in southern California, for example, while a more northerly
track of the jet stream during La Niña years produces drier conditions
across the southern United States and wetter winters in the Pacific
Northwest. Indonesia, northern Australia, parts of South Africa, and
northern Brazil experience wetter conditions during La Niña, while
equatorial Africa and the southeast coast of South America are drier.
Central Asia experiences dry conditions during La Niña and wetter
conditions during El Niño. The three droughts that occurred during the
Hun-Avar migrations therefore suggest prevailing La Niña conditions.
Independent tree-ring records also indicate prevailing La Niña conditions
during the times of the central Asian megadroughts.49



FIGURE 3.2 (a) Map of El Niño precipitation effects. (b) Map of La Niña precipitation effects.
Source: NOAA, http://www.metoffice.gov.uk/research/climate/seasonal-to-decadal/gpc-outlooks/el-
nino-la-nina/enso-impacts
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Without any written records describing the Huns or the Avars before
they traveled west, it is not possible to say what other internal factors might
have induced them to move out of the steppes. The Huns, as the historian
Procopius stressed, lacked their own writing. He described them
as“absolutely unacquainted with writing and unskilled in it to the
present.”50 Much the same lack of information surrounds the Avars, who
also came from the steppes and reached the Caucasus by the mid sixth
century.

Both the Huns and the Avars, like so many other seminomadic peoples
of the steppes, were skilled at war. Mounted on horseback, the Huns
advanced rapidly and assailed their foes with bows, lassoes, and lances. The
Avars similarly took advantage of their formidable cavalry and made use of
a composite bow. They also employed siege engines and may have
introduced the iron stirrup to Europe. Both Hun and Avar archers could fire
their bows rapidly while riding at full speed.

The migration westward of Huns and Avars presented a new potential
threat to the Roman Empire. The Romans were long acquainted with
Germanic tribes who had pushed Rome out of most of Germany in the reign
of Augustus Caesar. After the debacle at Teutoburg Forest, Rome
established a stable frontier along the Rhine and Danube Rivers. The
Empire faced a new round of barbarian attacks across the Rhine in the third
century CE just as it also suffered defeat at the hands of Persia in the east,
but Roman power revived in the late third and the early fourth century
under new emperors with a military background: Diocletian and
Constantinople.

Drought in Central Asia helped promote the westward “barbarian”
migrations or invasions toward the end of the western Roman Empire. As
Huns and Avars migrated west out of Central Asia, they, in turn, came into
contact with Germanic tribes. Mere contact between Central Asia nomads
and Germans did not invariably lead either to war or to victory for Huns
and Avars, but the increasing competition from the east helped propel more
Germans into the boundaries of the Roman Empire. Rome integrated many
such Germans into its military, but the influx also destabilized Rome. In



376, Fritigern, leader of the Tervingi/Visigoths sought to flee competition
with Huns by entering the Roman Empire. Valens, who at the time was
away on the Persian frontier, accepted Goths on the condition that they
submit to Roman rule and taxes and supply troops. Tens of thousands of
Goths then crossed the Danube River in numbers far greater than Rome had
anticipated, and local order soon broke down on the Roman side of the
Danube. More Goths, Greuthungi, soon thereafter followed across the
Danube to escape the Huns.

Valens might not have been able to stop the influx even if he had tried,
but the Goths he had allowed to cross the Danube surrounded and destroyed
his army outside the city of Adrianople on August 9, 378. The Roman
soldiers fought bravely for hours as a soldier present that day narrated:
“When the barbarians poured down in great hordes, trampling horses and
men, and when in the tight press of ranks there was no room for retreat and
no opening.”51 The emperor, Valens, himself was killed, though the Goths
were unable to follow up on their victory by taking major cities or
fortresses. The new emperor, Theodusius, reached accommodation with the
Goths as subjects who still retained their own autonomy. The defeat at
Adrianople did not lead directly to the fall of Rome, but Rome could not
control powerful Gothic leaders inside the Empire. In 410, Alaric, the
leader of the Visigoths, sacked the city of Rome after the Emperor Honorius
refused to accept Alaric’s demands.

The Huns themselves soon followed German tribes into Roman lands.
The Huns built up a powerful confederation in the early fifth century and
engaged in diplomacy as well as war. Asking for hostages served as one
way to keep peace. Thus, Flavius Aetius, a Roman commander of the fifth
century who was later dubbed last of the Romans by the historian
Procopius, lived among the Huns in his youth and later at times commanded
Huns. In the 440s, however, Attila launched invasions of Rome, causing
massive damage in the Balkans, and in 451 he attacked Gaul. Aetius, along
with the Visigoths, defeated Attila at the battle of Chalons in 452. The Huns
by themselves did not end the western Roman Empire, but the constant
attention to the Huns made it all the harder for Rome to retain pieces of its



fragmenting empire. Despite his success in holding Gaul, Aetius could do
little to stop the loss of Spain.52

After the fall of the western Roman Empire, westward migration
continued to pressure the surviving eastern empire. As in the case of the
Huns, drought in the steppes was a major possible cause of the westward
movement of the Avars toward the eastern Roman or Byzantine Empire.
Byzantine rulers alternately fought with, allied with, or granted tribute to
the Avars. Preoccupied with exhausting wars with Persia, the Byzantine
Empire could not afford to divert major resources to sustain full-scale war
against the Avars. Byzantine forces defeated Avars in 601 toward the end of
the reign of Emperor Maurice. After a rebellion by Phocas, a Byzantine
officer, that ended with the assassination of Maurice in 602, the Neo-
Sassanian Persian Empire renewed war against the Byzantine Empire.
Emperor Heraclius, who overthrew Phocas in 610, barely managed to avoid
total defeat. As Persian forces occupied Byzantine provinces, Anatolia and
Syria, Avars renewed attacks in the Balkans and in 626 also reached the
walls of Constantinople, though they never took the city.

Though no single barbarian incursion led to Roman collapse or defeat,
the cumulative burden of protracted raids, wars, and movements of refugees
weakened the western empire and burdened the eastern empire. We often
think of barbarians as marauders, invading rich lands to ride off with
treasure or, in a different image, as back-country folks dazzled by the
wonders of civilization and interested in imitating and adopting some of the
customs and culture of those they also threatened. Climate change provided
another starting point for this long series of barbarian incursions. The
appeal of civilization still helps account for movement into old imperial
centers, but severe droughts also generated population shifts. The ensuing
series of migrations and incursions helped destabilize an empire that
already faced many other threats.

The Byzantine Empire and other regions may also have experienced a
phase of abrupt cooling after a possible volcanic eruption in 536.
Contemporary authors described a veil of dust. Tree-ring records confirm
the cooling,53 and volcanic eruptions followed in 540 and 547. The



sequence, according to analysis of tree rings, produced a pronounced
cooling trend, “a late Antique Little Ice Age,” just as the Byzantine Empire
was starting to expand west into areas of the old western Roman Empire.54

The history of Rome and of the Han dynasty points to the general
benefits of a favorable climate. The complexity of the climate record and
regional variation make it difficult to attribute any single event in the
history of either empire to climate. More broadly, however, empires thrived
and populations grew, with interruption in the Chinese case by first-century
CE floods, during a period of comparative climate stability. Amid many
causes for a complex process of collapse, decline, and transition, imperial
power eroded as that period of comparative climate stability came to an
end.

Climate and landscape in early medieval Europe

With the end of the western Roman Empire, the classical human landscape
also vanished in much of Europe. Archaeologists have found that large
numbers of the sites in regions of Italy and France occupied during
antiquity or the classical era were deserted by the sixth and seventh
centuries. In the Rhone Valley of southern France, for example, the number
of sites in the fifth century fell to one-third the number of sites of the
second century CE. In the northeast of Gaul, many Roman villas and
farmhouses were abandoned. Field plans changed as well in the north of
what is now France. Beyond human dwellings the area of cultivated land
shrank and forests grew, and farm animals were also smaller in size than in
Roman times.55

The continuing trend of thinning settlement for centuries after the eclipse
of Roman power in Western Europe has most often been attributed to the
ongoing barbarian migrations that helped weaken the Empire in the first
place, but there are few signs of violent disruption. A period of greater
climate extremes with more intense cold and heavy precipitation may have
contributed to the ongoing change in the early medieval landscape. In



particular there is evidence of heavier flooding of the Rhone River and of
expansion of Alpine glaciers in the sixth and seventh centuries.56

Summary

From the Bronze Age into the Iron Age, the Holocene climate continued to
provide generally favorable conditions for agriculture and for the
emergence of complex societies and civilizations. The scale and dimensions
of complex societies increased over several thousand years from the
emergence of farming villages up to the Roman Empire and the Han
dynasty. The general pattern of urban living and complex states supported
by an agricultural surplus spread to more regions, at least until the sharp
contraction in much of the former Western Roman Empire. Political and
social history reveals ruptures and discontinuities, but the persistence of the
basic pattern or model of civilization through many political transitions
indicates resiliency.

Among Holocene climate fluctuations, shifts toward aridity posed
significant challenges. In the most extreme cases, movement of the
monsoon belt was a major factor in undermining urban societies of the
Indus River. The very long history of urban civilization in the Fertile
Crescent demonstrated ability over time to adapt to climate fluctuations, but
climate appears to have contributed to widespread setbacks at the end of the
Bronze Age. Drier, and in some regions cooler, conditions also gave
incentive to nomadic or seminomadic people to migrate west toward the
Roman Empire.

Climate change and human activity interacted to shape human
landscapes. Records and accounts of crops and agriculture from the Roman
Empire thus provide possible proxies for climate history, but economics and
cultural preferences also drove planting. With the expansion of population,
the human role in making landscapes increased.57



CHAPTER FOUR

Climate and civilizations of the Middle
Ages
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• Summary

As the case of Rome suggests, regional climate trends could either benefit
or create challenges for civilizations and complex societies. Regional
climate fluctuations did not determine a particular fate for Rome.
Administrative capacity and a diverse economy made Rome resilient, but
shifts in climate still interacted with other factors to magnify the problems
facing the late Roman Empire. The same pattern was generally true for
complex societies after the period of antiquity. Periods with favorable
climate conditions benefited agriculture and the expansion of trade, but



climate fluctuations also in some cases contributed to crises for particular
complex societies, especially when regional climate shifts led to prolonged
and severe drought or to major shifts in precipitation.

Historians have often referred to the period after the Roman Empire as
the Middle Ages or the medieval era. In much of Europe, people lived
alongside ruins of structures that they had not built and no longer knew how
to construct. Indeed, Roman stones provided a good source of building
material in the former imperial provinces. Massive structures, such as
aqueducts, provided a kind of quarry. In England, construction took place in
and around pieces of London’s former Roman Wall. As far away as Wales,
medieval builders both built upon the remnants of Roman walls and
repurposed Roman materials. In the east, the Empire survived until the
Ottoman Turks finally conquered the city of Constantinople in 1453, but
there too, it became obvious by the seventh and eighth centuries that people
were living in a fundamentally different time period. The Hagia Sophia, the
enormous basilica that dominated the city’s skyline, incorporated expertise
and skills lost by the later Byzantine period.

The Middle Ages saw profound political shifts away from centralized
power. The empire itself crumbled. Where it survived in the east, it shrank
into a tiny shell. The barbarian kingdoms that followed Rome were often
short-lived. The idea of kingship endured, but it was clear to all that there
was no longer a Roman emperor. The decentralization and fragmentation
that had started during the late Roman Empire accelerated as Europe
entered a period of feudalism with a multiplicity of local magnates, and
lords who could not easily be managed or controlled by anyone who
claimed to rule as monarch. In the east, the staying power of the Byzantine
Empire did not stave off deep change. In the early period after the demise of
the Roman west, it seemed possible that a revived east might expand to the
west, but an outbreak of plague in 541–42 CE caused massive population
loss and weakened the empire. In the late sixth and early seventh centuries,
the Byzantines confronted attacks from Germans and from Avars, and
struggled for decades to survive massive wars against the Neo-Sassanian
Persian Empire. The emperor Heraclius managed to defeat Persia, but



almost immediately afterward, the Byzantine Empire faced invasion from
an entirely new source—Arab armies spreading out of Arabia after the
formation of Islam. These drove the Byzantines from Egypt and Syria,
among other regions.

Given the scale of change, it made sense for historians to speak of a new
time period—the Middle Ages—even though historians would later stress
the slow transition to the Middle Ages in the Eastern Mediterranean and
Levant. Because world history as a discipline began in large part as an
expansion of a Western-centered history, that periodization survived even
though the historical reasons for speaking of a Middle Ages were weaker in
other regions. In China the end of the Han dynasty coincided very roughly
with Roman chronology, but it would not make sense to speak of a Middle
Ages at all in some regions. Research and analysis of climate change in
human history sometimes makes use of the term “Middle Ages” that
corresponds roughly to the era between approximately 500 and 1300, but
even for regions where historians might use other terms to identify
historical periods, we can still track the relationship between climate and
history during this part of the Holocene.

Climate of the Middle Ages

Similar to the imperfect terminology adopted by historians, the climate of
the Middle Ages is often referred to as the “Medieval Warm Period,” a term
first introduced (as the “Medieval Warm Epoch”) by Hubert Lamb1 in 1965
when describing the apparent warmth of Europe that lasted a few centuries
around 1000–1200 CE. Although his original use of this term came with the
acknowledgment that regions such as Asia did not appear to be warmer
during the Middle Ages, its adoption into the climate literature has led to
the misleading impression that temperatures were higher globally compared
to the modern day. Recent climate research has revealed substantial
variation in both the timing and the spatial extent of warming during this
period. For example, North America, Europe, and Asia exhibited warmer



temperatures earlier than 1000—between approximately 830 and 1100 CE
—while a multicentury warm period was observed later in South America
and Australia (1160–1370 CE).2 There is also evidence for cooling in some
regions, such as the tropical Pacific. The term “Medieval Climate
Anomaly” (MCA)3 instead conveys that warming was not synchronous nor
consistent across the globe, and encompasses changes in hydrological
conditions, which may have had a greater impact on civilizations during the
Holocene. During the Middle Ages, several regions of the globe
experienced sustained drought, particularly the western United States,
northern Mexico, southern Europe, equatorial Africa, and the Middle East.
In contrast, regions such as northern Europe and the eastern South Africa
were wetter during the MCA. The hydroclimate in Asia during the Middle
Ages showed regional variability, with some areas experiencing more arid
conditions, while others appeared to be more moist.4

Processes that drove climate change and variability during the MCA and
the subsequent Little Ice Age (LIA) included external factors such as solar
radiation and volcanic activity as well as climate feedbacks. Geological
records of cosmogenic isotopes such as Beryllium-10 and Carbon-14,
which originate during solar-driven reactions in Earth’s upper atmosphere,
indicate that solar irradiance increased during the MCA. It was also a
relatively quiescent time for volcanic activity. Because volcanic eruptions
release aerosols that reflect sunlight, they generally lead to temporary (1–
2y) cooling. This is particularly true for explosive eruptions in the tropics
because the aerosols are injected higher in the atmosphere and transported
farther by global winds. Deposition of sulfate aerosols preserved in ice
cores provides a record of past volcanic activity. The low abundance of
sulfate aerosols in ice cores around the time of the MCA suggests a
minimum in volcanic activity, which may help explain the relative warmth
of this period.

The increase in solar radiation may have triggered ocean-atmosphere
interactions, such as ENSO and the North Atlantic Oscillation (NAO), that
explain the climate patterns of the MCA.5 Several regions of the globe
experienced dry conditions during the MCA, including parts of North



America, East Africa, and southern Europe. The lower precipitation in East
Africa reduced Nile floods. At the same time, wetter conditions prevailed in
areas such as the Sahel and South Africa. We find much the same
hydroclimate patterns during modern La Niñas,6 which suggests that a
prolonged La Niña state existed during the MCA.

Along with ENSO, a second climate oscillation, the NAO, may have
played a key role in medieval climate shifts. Regional climate patterns that
persisted during this period are broadly consistent with ones that develop
during a positive phase of the NAO today. As with ENSO, atmospheric
pressure changes govern the NAO. A greater pressure difference between
the subpolar and subtropical Atlantic produces stronger westerlies during
the positive mode of the NAO. As a result, regions such as northern Europe
and the US Atlantic coast experience warmer and wetter winters, while the
Mediterranean, Greenland, and northern Canada tend to be cold and dry.
The effect of the NAO on the Nile River basin is more complex, but a
positive NAO during the MCA may help explain the lower floods during
this time.7

North Atlantic

In Europe and the North Atlantic, the relative warmth of the MCA
influenced migration patterns, the expansion of governments or states, and
farming. In an era of political, social, and cultural disruption, some of the
trends that had shaped late Roman history extended into the post-Roman
era. The waves of migrations that remade Rome’s population and ultimately
contributed to the demise of Roman power continued. Germanic peoples—
Angles, Saxons, and Jutes—migrated into Britain. Lombards moved west
into northern Italy. Migration was not simply Germanic—Slavic tribes
moved into much of Eastern and Central Europe during the sixth and
seventh centuries. Some historians date the end of the era of migrations to
around 700 CE, but starting in the late eighth century, Vikings began to
travel far from Scandinavia.



The inhabitants of Scandinavia, or Vikings, migrated and traveled farther
and more rapidly than any other peoples of this era of migration. These
Norsemen engaged in far-flung raids. It is difficult to date the absolute start
of Viking raids, but the first to attract wide attention struck Lindisfarne, a
small island off the coast of Northumbria in northeastern England.
Lindisfarne was a holy isle, a center of Celtic Christianity, where the relics
of St. Cuthbert, who had taken a major part in Christianizing northern
England, were held. In 793, Vikings attacked Lindisfarne, killing monks
and taking treasure. The assault shocked Christians such as Alcuin, a
leading scholar born in Northumbria who had become a resident at the court
of Charlemagne. “The church of St. Cuthbert is splattered with the blood of
the priests of God, despoiled of all of its ornaments; a place more venerable
than all in Britain is given as prey to pagan peoples,” he lamented.8

Lindisfarne was no isolated incident but a harbinger of waves of raids
and attacks carried out by Vikings. In 795 Vikings attacked Iona, a holy
island with a monastery in the Inner Hebrides off the west coast of
Scotland, and Vikings attacked Iona again in 802. Traveling by sea in their
longships, Vikings landed along the coasts of Europe. The shallow draft of
their boats also enabled them to travel along rivers. They raided Normandy
in the north of France and traveled upriver along the Seine River to raid
Paris in 845. In the same year Vikings plundered Hamburg in northern
Germany.

Vikings expanded on their pattern of raiding to occupy new lands. In the
late ninth century Vikings held large parts of England, which became
subject to the Danelaw, or the law of the Danes. They established a
kingdom in Ireland around Dublin, and for centuries the Norse or Norse-
Gaels there were known by the name Ostmen, or men of the east. Along the
north coast they settled islands off the coast of Scotland and to the north and
west the Faroe Islands. South of the British Isles, Viking rulers established
themselves in Normandy where they became Christian. Normans traveled
into the Mediterranean and for a time held the island of Sicily. In 1066,
William Duke of Normandy invaded England in the Norman Conquest and
defeated the last Anglo-Saxon king, Harold, at the Battle of Hastings. An



attack only weeks earlier by a Norwegian army had depleted Harold’s
forces at the Battle of Stamford Bridge.

Vikings voyaged still farther, crossing long stretches of water in the
North Atlantic to the west. They reached Iceland in the ninth century, and
an influx of settlers rapidly divided up the island. Genetic analysis of
Iceland’s modern-day population now indicates that Viking men took with
them Celtic women. From Iceland, Vikings traveled west to Greenland and
created settlements in the late tenth century. Erik the Red is most often
identified with this settlement, though he was most likely one of several to
promote settlement. He is also credited with the name Greenland, perhaps
employed to persuade prospective settlers to make the long journey to a
land mostly covered by ice.

The Norse settlers in Greenland created a settlement on the southwest
coast (the western settlement) and another on the southern tip (the eastern
settlement). The population of some 5,000 kept sheep farms and traded with
Norway. They also built churches and a cathedral, Gardar, along with a
palace for the bishop, who became Greenland’s largest landholder.

Still farther west Viking journeys reached all the way to North America.
Vikings reached Newfoundland in what is now Canada around the year
1000. They established a settlement at L’Anse aux Meadows on the
northern tip of Newfoundland with several wood-framed turf houses and
workshops, including a smithy. Other sites for Viking landings and
settlements have been suggested along the coast of North America, some
based on flimsy evidence and speculation, but it is very possible that
Vikings established other brief camps along the coast of Canada. However,
the Vikings did not stay for long in North America.



FIGURE 4.1 L’Anse aux Meadows.
Source: Isabel Lieberman.

What led the Vikings to travel so far from Scandinavia in so many
directions? The stunned accounts of their looting of monasteries and
treasures suggest that they wanted loot: in this interpretation, Vikings were
much like pirates. This view shares similarities with one interpretation for
the migration of seminomadic tribes in which peoples moved across the
steppes in search of what they could seize from complex societies.

It would be ahistorical to discount the Vikings’ interest in precious
items, but they did not travel simply to steal. The most widespread popular
image of the Viking probably envisions a warrior on a ship or at war, but
many of the Norsemen and women were farmers who cultivated fields and
raised animals. Some farmed their own land, while others worked in the
fields of chieftains. They were also involved in commerce and trade. In
England, for example, Vikings set up a settlement called Jorvik, or York,
where they engaged in extensive trade.



Alternately, the Norse traveled far because they could do so and wanted
to seek out new homelands. The Vikings were masters of the longboat and
gained the ability to travel great distances. At the same time, conditions in
Scandinavia could have also given them motive to leave. In one
interpretation, population growth in homelands with limited arable land and
short growing seasons could have propelled emigration. However, Vikings
continued to farm in Scandinavia. They exploited new lands both within
and outside of Scandinavia. Indeed, settlements expanded in Viking
homelands until the fourteenth century.

No single factor by itself “determined” Viking migration. Indeed,
historians have long known that few complex trends stem from a single
cause. Following this logic, Vikings did not set out from Scandinavia
simply because of climate, but regional climate change during the medieval
period eased and aided Viking expansion in several respects. The warmth in
northern high latitudes during this period sustained population growth,
aided ocean travel, and improved conditions for Viking colonists. A longer
growing season and shorter winter contributed to the population growth in
Scandinavia that encouraged Vikings to leave for new lands. Once they left
Scandinavia and traveled to the west, a reduction in sea ice made long-
distance ocean travel comparatively easier, though a Viking voyage of any
sort would likely strike today’s sailor as highly risky. As they traveled
across the North Atlantic, a warm period would have created better
conditions for colonization. Iceland, for example, was a hard country to
colonize with a short growing season, large glaciers, and active volcanoes,
but Norse Iceland managed to gain a population of some 80,000.
Overgrazing, deforestation, a very slow rate of soil replacement, and
volcanic eruptions made it hard to sustain that population.9

Greenland provides a complex case for analyzing the possible influence
of the MCA on Viking expansion. Vikings making their way across the
North Atlantic would have benefited from the relative absence of ice floes.
Once they had settled on Greenland, the isolated Norse population living at
the very end of European trade networks had to support themselves with
resources from Greenland. They managed to do so during the warmth of the



medieval period, but faced much greater challenges during the cooling
phase that followed. A temperature reconstruction from west Greenland
lakes indicates a generally warmer climate ~850–1100 CE, during the
period of Viking migration, with a subsequent cooling of approximately
4°C within eighty years.10

Recent research challenges the notion of a warm Greenland during the
MCA and questions the role of climate change in Viking settlement and
later abandonment. Alpine moraine deposits, used to reconstruct the extent
of glaciers during the past millennium, indicate that glaciers in western
Greenland were at their LIA extent by the onset of the MCA, soon after the
Norse settled there.11 This glacial evidence suggests overall cooler
summers, though does not rule out occasional years of warmth.
Temperature estimates based on air sampled from a Greenland ice core also
indicate a cooler Greenland during the MCA.12 On the other side of the
Atlantic, however, temperatures were relatively warm during the MCA.
This temperature contrast—a warm eastern North Atlantic and a cool
western North Atlantic—usually occurs during a positive phase of the
NAO, and is therefore consistent with the NAO in driving medieval climate
patterns.

The case of the Thule, the population that came into contact with Norse
colonists, has also raised questions about the possible interaction between
climate and human migration. Viking sagas, composed from earlier
traditions, told how Norse who ventured to the far west encountered people
described in the sagas as Skraelings, or savages. These were the Thule,
ancestors of today’s Inuit. The Thule were not long-established populations
in the far northeast of North America. They migrated to the east at roughly
the same time that the Vikings moved west. The Viking withdrawal from
North America did not end contact, because the Thule people moved to
Greenland, settling in the north. Vikings therefore reached Greenland some
time before the settlement by the Thule or Inuit.

Today’s Inuit, or Thule, displaced earlier inhabitants of the North
American Arctic and sub-Arctic. These earlier people, now termed the
Paleo-Eskimos, entered North America between 4,000 and 6,000 years ago,



after earlier migrations across the Bering Strait. They adopted advances in
the bow and arrow from Eurasia and the harpoon from hunters in the Pacific
and Bering area and moved across the north as hunters. They lived in
regions such as Baffin Island, Hudson Bay, Labrador, Newfoundland, and
Greenland, but their range of settlement shifted at times, affected by
climate, changes in the tree line, and competition with Indians to the south.
By 1200 to 1300 CE, however, the Paleo-Eskimo culture had vanished.
Until recently it was thought that some Arctic populations were descendants
of the Paleo-Eskimos, but genetic analysis shows that all modern Inuit are
descended from the Thule. It is not possible to say what exactly led to the
demise of the Paleo-Eskimos: disease, competition from the Thule,
violence, or some combination of these and possibly other factors.

Starting about 1,000 years ago, the Thule began to migrate east. The
Thule, like the Vikings, were skilled travelers. They employed dog sleds to
traverse snowbound landscapes at speed. By water, they traveled by boats
sided with walrus skin. As was true for the Vikings, multiple factors
contributed to the expansion of the Thule. Thus, Thule hunted whales for
blubber, and they may have sought raw materials, such as iron that they had
previously acquired through trade with Siberia. As for the Vikings, it is
possible that comparative warmth may have eased the movement of the
Thule, but there is also evidence of regional cooling in the High Arctic,
which would show the resiliency of the Thule and their ability to respond to
regional climate shifts.13

Warmth in Europe

The evidence of a warm MCA is strong for Europe, and the same medieval
warmth that likely benefited Vikings in the eastern North Atlantic also
prevailed during a period of slow but real revival of states and state power
in Europe. The Middle Ages began in much of Europe with a sharp fall in
population, abandonment of cultivated land, and fragmentation of political
power. After the early post-Roman period, state power very slowly began to



revive, though to extremely modest levels. A patchwork of kingdoms, for
example, dotted post-Roman Britain, and Germanic migrations by Angles,
Saxons, and Jutes added to the complex mix of peoples. Monarchs ruled
countries such as Mercia, Northumbria, Wessex, Sussex, Kent, and others.
Some, such as Alfred the Great of Wessex, amassed power to the point
where they titled themselves king of the Anglo-Saxons. The Anglo-Saxon
monarchs suffered losses from Viking invasions, but by the end of the first
millennium the tradition of a king of England had been firmly established.

In former Roman Gaul, Frankish warlords established themselves as the
chief political leaders after the end of imperial rule. Clovis I consolidated a
Merovingian dynasty in the fifth century CE. Over several centuries, the
Merovingian royal house grew weak until its mayors, or chief servants, the
Carolingians took over real power and finally made themselves kings.
Charlemagne, the greatest of all the Carolingians, created an empire that
stretched into former Roman lands in Italy as well as into regions that had
remained independent of Rome across the Rhine and the Elbe Rivers in
Germany. Charlemagne was also crowned emperor on Christmas Day 800
in Rome. With this title, he sought to link his royal house to the old imperial
title and also proclaimed himself a peer of the Byzantine or Roman emperor
in the east in Constantinople.

The reemergence of royal authority was halting and partial.
Charlemagne’s empire was divided among his heirs. Monarchs in England,
France, and elsewhere, for centuries sought to navigate a feudal society in
which their greatest supporters were also potentially their greatest threats.
Central authority in the form of royal law or justice gave way to a
multiplicity of feudal authorities, and many towns held independent powers
in regions such as Germany and the Baltic.

State power, as the example of the Carolingians shows, did not emerge
in a linear fashion after the demise of the Roman Empire, but by the
eleventh and twelfth and thirteenth centuries, a period termed the High
Middle Ages, European states were substantially more organized. Royal
dynasties had become more firmly established, and in many cases had
greater staying power than short-lived barbarian kingdoms of the late



Roman and immediate post-Roman era. Monarchs and feudal lords still
presided over a mainly rural landscape, but towns experienced significant
growth, especially compared to the early Middle Ages.

The MCA in the North Atlantic may have provided favorable conditions
for the growth of state power and expansion of trade and agriculture in
Europe by the High Middle Ages. Far too many factors affected the
fortunes of any single dynasty to attribute the rise of a royal household to
climate, but the climate shift from the very early medieval period enabled
royal households as a group to collect greater resources. The expansion of
agriculture supported by the warm period provided a greater surplus for
states to extract and contributed to the growth of trade and towns. Royal
houses therefore could draw on more luxury goods and specialists as well
as on greater agricultural wealth.

Integrating climate into our understanding of this period does not
remove a human role in shaping outcomes. The ingenuity of farmers and
their adoption of new techniques raised yields. European farmers widely
adopted the moldboard plow, pulled by oxen and well suited for cutting
through heavy soils. They also employed a variety of plows to cultivate
other types of soil. The new plowing techniques helped in the cutting and
sowing of fields in dense soils near riverbeds. The invention of a new collar
for horses also made it possible for farmers without teams of oxen to
employ these plows. Modifying crop rotation and gains in knowledge about
how to obtain and apply fertilizers further boosted yields.

A climate favorable for farming helped multiply the effect of these
changes. The warm period allowed farmers to grow crops at higher
elevations and at higher latitudes. Grapes have sometimes been used as a
proxy for climate because the classic winemaking grapes fare badly at
extreme cold temperatures. It is therefore striking that English vineyards
prospered during the period between 1100 and 1300 CE.14 The regional
warming could have aided grape cultivation, though growers’ expertise and
shifts in taste and demand could also explain this pattern. The extension of
farming upslope to higher elevations provides even stronger evidence of
improved conditions for growing. Settlements also reached farther north in



cold areas, such as along the coast of Norway. In Sweden, settlements
extended into areas previously inhabited by the Sami, seminomadic
reindeer herders of northern Scandinavia, often termed Lapps in English.15

The extension of cultivation supported a marked boost in European
population. The increased production did not end the threat of famine, but
the overall result was striking. After sharply falling in late Roman times,
Europe’s population more than doubled from some 30 million in 1000 to
70–80 million in 1340. This growth did not stem solely from climate
change: social and cultural trends, including changes in the average age at
marriage, influence the rate of increase or decrease of population. Such
records on average age at marriage are patchy and scant for the Middle
Ages, but the average age of marriage may have changed: if so, cultural
factors and climate combined to lead to population growth.

Europeans expanded the area under cultivation during the MCA. Well
before Europeans established colonies around the globe, they engaged in
internal colonization within Europe. In Britain, colonization expanded
cultivation in regions, including fens, or low-lying country in the east, the
north in Yorkshire, and in Wales. Colonization of Wales dated back to the
Anglo-Saxon era, but the new Anglo-Norman elite carried out far more
extensive colonization. Some of the colonists were actually Flemings, or
Flemish, but the majority were English.16 In some cases the newcomers
drove out natives, but the colonists did not simply take over land: they also
pushed farming into previously uncultivated areas.17 New Anglicized place
names and deeds leave a record of the process.

In the twelfth century the Anglo-Normans began to colonize Ireland. A
papal bull issued by Pope Adrian IV in 1155 supported the takeover of
Ireland by King Henry II of England. Anglo-Norman forces entered Ireland
in 1169 to support one of the rivals in a civil war, and in 1171 Henry II
himself arrived in Ireland. Normans invaded and settled in Ireland. Prince
John landed in Waterford in 1185, and Anglo-Norman lords established
themselves in Ireland, though much of the population remained Gaelic. The
new Anglo-Norman settlements attracted English colonists in the late
twelfth and early thirteenth centuries. Gaelic power rebounded in the later



Middle Ages, before renewed phases of English conquest and colonization
from Britain in the early modern era.

The expansion of cultivation took place in many regions of Europe
during the medieval period. An epoch of draining and claiming land took
place in the low countries, today's Netherlands, and much of Belgium, and
in coastal areas and swamps in regions including England, France,
Germany, and Italy.18 In Holland, reclamation of peat marshes began with
draining the bogs, but the loss of volume of land made reclaimed land
vulnerable to flooding and required further construction of canals and dikes.
Later generations of Dutch farmers in the early modern era faced the choice
of abandoning the reclaimed peat lands or engaging in far more elaborate
and ambitious projects. With their expertise in reclaiming land, the Dutch
also carried out similar projects in the internal colonization of medieval
Central and Eastern Europe. They took part in eastward migration into
regions such as Prussian-Holland in Prussia in what is now Poland.

Larges waves of migration took place in Europe’s east. During the
Roman Empire and after the fall of the western Roman Empire, Germans
had generally moved west, but in the High Middle Ages, German migration
shifted toward the east. The Magdeburg Charter, an appeal to colonists from
1107/8 described these “heathens,” the pagans of the east, as “very bad,”
but also stressed the promise of riches for settlers in a land “rich in meat,
honey, grain, birds.” Colonists would gain both spiritual and worldly
rewards: “You can both save your souls and, if it so pleases you, acquire the
best land to live on.”19 Under the leadership of military religious orders,
most famously the Teutonic Order, the colonization campaign advanced all
the way to the lands that today make up the Baltic states. Along Baltic
shores and in forests in the interior Germans fought wars against pagan
natives and established themselves in settlements, including Riga, today the
capital of Latvia.

The German migration east left Germans in many lands. Germans
created colonies and enclaves in Poland, Bohemia, and Hungary. The
number of German towns increased by an order of magnitude in the
thirteenth century, and the pace of migration did not begin to slow until the



fourteenth century.20 Settlers from the Netherlands and Flanders also moved
east. In some cases, local rulers and lords invited settlers for their expertise
in particular occupations. Germans settled, for example, in Transylvania,
initially at the invitation of King Geza II. Germans remain in small numbers
in some of these regions, including towns in Transylvania—now within
Romania’s borders, but it is easy to overlook the extensive German
colonization of eastern Europe during the Middle Ages because most
Germans either fled or were expelled and transferred from these lands at the
end of the Second World War in the largest single episode of forced
migration in modern European history.

European migration extended all the way to the Near East. In 1095, Pope
Urban II preached for the first crusade to aid the Byzantine Empire and to
take Jerusalem. Knights took up arms as military pilgrims and made their
way east to Syria and to Palestine. There the fractious forces of Latin
Christendom assaulted Jerusalem in 1099. Repelled on their first assault,
they circled the city in penance, launched a renewed attack and took and
sacked Jerusalem. The crusaders established a series of kingdoms, and in
1145 the Pope announced a crusade, the Second Crusade, to attempt to
reverse the eroding Latin position after the fall of the crusader state of
Edessa in 1144. After Saladin took Jerusalem in 1187 the Third Crusade
marked an unsuccessful attempt to retake the city.

Religious motives initiated the crusading era in the Near East, but
climate affected the crusades as well. The general expansion of agriculture
and population during the MCA created greater potential for expansion by
the Latin Christian population of Western and Central Europe, though years
immediately preceding the First Crusade may have seen a burst of poor
weather. Crusading armies, once they reached the Near East, also
confronted a climate they were ill-equipped to deal with.21

Asian hydroclimate



The climate of the period corresponding to the High Middle Ages was not
uniformly favorable for expanding cultivation and states everywhere. Just
before the First Crusade, for example, the Byzantine Emperor Alexios I
confronted attacks from Turks and Turkish peoples in the late eleventh
century during a period of severely cold winters. Accounts and chronicles
dating back to the tenth century described extremes and harsh conditions in
the Eastern Mediterranean, Egypt, Anatolia, and Iran. A chronicle from the
city of Isfahan in Iran, for example, described snows so heavy in 942–43
“that people were not able to move around.”22 As is still true today, any
single report or even a series of reports on bad weather may not signify any
shift in climate. Thus, a series of reports about heavy snows in eastern
North America from February 2015 did not give an accurate sense of
overall climate trends—the winter was globally warm. The preponderance
of contemporary reports over time can reinforce the thesis of a shift beyond
normal variation, but climate proxies provide a more complex picture.
Records from the Nile show low floods. Climate proxies, including tree
rings, point to cold in the eleventh century in the Central Asian steppes, a
“big chill” in the words of one historian, along with dry conditions in Iran
and Eastern Anatolia.23 The record for western Anatolia and the southern
Balkans is more mixed without pronounced cooling and with average
humidity, but the Eastern Mediterranean grew drier from the late twelfth
century onward.24

Droughts were exceptional between 300 and 900 CE, but the Nile flood
became less reliable by the middle of the tenth century. Between 950 and
1072, drought became ten times as frequent compared to the prior centuries,
and over a period of 125 years, there were 27 years with low Nile floods.25

When the Nile remained low, water did not reach the height necessary to
enter canals and irrigate fields. As was the case for medieval hydroclimate
patterns in general, variations in ENSO and the NAO influenced the
fluctuations in the Nile River flow. The Nile flood is primarily controlled by
monsoonal precipitation in the Ethiopian highlands, driven by the seasonal
migration of the ITCZ. Persistent La Niña conditions and a positive mode



of the NAO likely reduced precipitation in the Nile River basin, creating
low floods and resulting famines.

The failure of the Nile floods damaged not only Egypt but also nearby
societies that depended on the ability of Egypt to produce a surplus of
grain.26 Famine, in this interpretation, contributed to disorder, rebellion, and
political breakdown. In the case of Egypt itself, a brief revival of Abbasid
rule came to an end, and new rulers, the Fatimids, took over. The Byzantine
Empire took advantage of the crisis in Egypt by briefly retaking lands not
held under Byzantine rule for centuries. In 1024/25, Fatimid rulers
responded to renewed drought by seizing grain transports and opening
granaries. Egypt suffered prolonged famine from 1065 to 1072. The
ostensible Fatimid rulers struggled meanwhile to control their Turkish
soldiers. By the late eleventh century, the Byzantine Empire faced multiple
threats. Its grain surplus shrank. Meanwhile, the Empire experienced
attacks by seminomadic pastoralists, including the Pechenegs, and the
Byzantine Empire suffered defeats in 1049–50.27 A devaluation of the
currency weakened the once formidable army, which was defeated by the
Seljuk Turks at the Battle of Manzikert in 1071.

The cold spell in Central Asia created major challenges from the
Byzantine Empire to Persia and regions still further east. The cold climate
in Central Asia propelled pastoralists to migrate elsewhere. Pechenegs, and
Oghuz and Seljuk Turks moved westward. In Iran where, according to one
interpretation, cotton cultivation had created much prosperity, the cold shift
struck as cotton production declined in northern areas and as seminomadic
peoples moved into Iran.28 A chronicle described the effects of disorder,
famine, and cold in 1040: “Nishapur was not the city I knew from the past:
it now lay in ruins ... A great number of people ... had died from hunger ...
the weather was bitterly cold and life was becoming hard to bear.” Disorder
in Iran helped set off a diaspora that increased the influence of Persian
culture in South Asia.29 Turkish power increased as well in Iraq and
Anatolia. The Buyid dynasty collapsed in Baghdad, and after a period of
civil war Seljuk Turks took Baghdad in 1060.30



This pattern of climate shifts in Central Asia that dislocated pastoralists
shared general similarities with cycles of drought and migrations during the
late Roman Empire. In both cases, it is possible to find many factors for
migration and for the defeats suffered by the rulers of urban areas and
complex societies, but in both the late Roman era and in the eleventh
century, cold and dry conditions may have given nomadic and seminomadic
peoples reasons to move west in the first place. A second interpretation
points to the possible effects of cold on the one-humped female camel that
Turks bred with two-humped male camels, producing a camel well suited
for Silk Road trade. The one-humped camel did not tolerate cold well, so
cooling forced camel breeders to move south.

Drought and the Tang and Song dynasties

In East Asia, climate fluctuations influenced China during a new cycle of
dynastic revival and collapse. In contrast to the collapse of the western
Roman Empire, the demise of the Han dynasty in China did not end the
cycle of empire in China. Another strong dynasty emerged with the Sui
dynasty in 581. Yang Jian, a commander from the north, gained power over
northern China and took the south during the 580s. The Sui dynasty was
short-lived, collapsing in 618, but the Tang dynasty followed immediately.
Tang China built an immensely wealthy state for its time with a capital at
Chang’an in northern central China. A political and economic center and a
city of numerous religious shrines and temples, Chang’an’s population
reached some 1 million by the eighth century.

Tang China benefited from extensive regional and long-distance trade
networks. Trade and communication flourished along the Silk Road that
crossed deserts to the west into Central Asia. Buddhists, Christians, and
Jews traveled along the Silk Road, and Buddhism became a major religion
in China during the Tang dynasty, before suffering persecution under the
Emperor Wuzong of the late Tang era.



Both the Sui and the Tang dynasty emerged during a period of warmth
that spanned 551–760 CE.31 In the middle of the eighth century, the Tang
dynasty began to weaken. The immediate cause of the crisis stemmed from
the Emperor Xuanzong/Minghuang’s misjudgment. The emperor relied on
Turkish commanders to guard the frontiers and expand China’s powers.
One of these non-Chinese commanders, An Lushan in his Chinese name,
gained increasing power. In 755, An Lushan rebelled, and the Emperor fled
to Sichuan. The Tang dynasty survived the rebellion, but internal conflict
marked the late Tang era. The Emperor Wuzong, who ruled from 840 to
846, moved to crush Buddhism, closing most temples and seizing their
property. Meanwhile, regional warlords proved increasingly difficult to
control. The Tang dynasty endured repeated rebellions until it finally
collapsed in 907.

Much as for the Roman Empire or the Han dynasty, a political and
military narrative of Tang decline can treat climate simply as a backdrop.
Climate, at the same time, intensified the problems confronting the late
Tang dynasty as desertification increased in the ninth century.32 A
stalagmite record from China indicates a strong summer monsoon from 190
to 530 CE followed by a steady weakening through 850 CE. The monsoon
remained weak, with several sharp minima, until 940 CE.33 These monsoon
changes, which likely contributed to both the Mayan and the Tang decline,
appear to be related to a southward shift of the ITCZ.34 Climate was only
one of multiple factors influencing warfare between Chinese states and
nomads to the north, but on the whole nomads were more likely to achieve
victory during cold dry periods such as the late Tang era.35 Nomadic groups
expanded south into central plains during such periods.

China was fragmented and divided after the Tang dynasty, but this
interlude was much shorter than the similar period after the Han dynasty. In
960, a commander in one of the northern Chinese states reunited China
under a new dynasty, the Song dynasty. The Song did not try to reestablish
Chinese central power over the northern frontier where states with roots in
seminomadic peoples remained strong. Instead of pushing to the north or
west, the Song established a capital at Kaifeng on the Yellow River and the



Grand Canal. This period of Song rule from Kaifeng was known as the
Northern Song dynasty.

Song China stood out during its era as a extraordinarily prosperous state.
It experienced population growth, both in the countryside and in cities. The
population of Song China reached some 100 million by 1100 CE, a total
that vastly exceeded that of any other state in the world at the time. Mutiple
cities had populations of 100,000 or more, and the populations of the cities
of Kaifeng and of Hangzhou each reached one million. Along with other
factors including a stable political system, trade, and technological
advances, climate contributed to this record of growth. The reliable
precipitation was one important condition for the sharp population growth.
In particular, a strong monsoon benefited Song China.36 China also made
intensive use of rice as the population tripled during the Northern Song era.

In the twelfth century the Song dynasty lost control of its lands in the
north of China to a Jurchen invasion. The Jurchens spoke a Tungusic
language, distinct from both Mongol and Turkish, found in regions of
eastern Siberia and in Manchuria to the northeast of China. The Song
dynasty did not fall but moved to the south and established a new capital at
Hangzhou. Despite losing territory, the southern Song dynasty thrived
economically. Song China manufactured porcelain or china and innovated
in many areas, such as printing and the production of gunpowder. Song
military engineers developed new weapons such as rockets and bombs.
Mongol advances in the late thirteenth century ended the Song dynasty.
Kublai Khan, a grandson of Ghengis Khan, invaded the Southern Song. The
Song employed their new weapons against the invaders, but the Mongols
adopted Song technology and also gained some Chinese support. In 1276,
Kublai Khan took the southern Song capital Hangzhou, ending the Southern
Song dynasty and consolidating the power of the Mongols’ Yuan dynasty in
China.

Mongols and climate



The Mongol victories stemmed from their military prowess and effective
leaders, but also benefited from favorable climate conditions in the
Mongols’ homeland. In the thirteenth century Mongols expanded out of
Mongolia and established a vast realm. The Mongols possessed great skill
in war. From an early age, boys practiced riding, raiding, and hunting.
Indeed, they started learning to ride and shoot bows almost as soon as they
could walk. Mongol warriors were expert marksmen, even as mounted
archers, who fired composite bows to deadly effect. On horse, they traveled
long distances and carried out highly organized attacks. These formidable
warriors from the steppes became a far more dangerous military force when
Ghengis, or Chinggis, Khan united the Mongol clans under his command in
1206. Ghengis Khan held a great hunt, called the Nerge, to practice large-
scale military maneuvers. The Mongol hunters encircled their prey as they
would surround their enemies at war. They also developed the practice of
feigning retreats to lure out and then attack their enemies.

In Ghengis Khan’s day, the Song dynasty of China had already retreated
to the south of China, replaced in the north by the Jin dynasty founded by
Jurchen tribes. In 1211, Ghengis Khan invaded the lands of the Jin dynasty.
The Mongols also pushed west along the Silk Road, taking ancient trading
centers, including Samarkand and Bukhara. After Ghengis Khan’s death in
1227, his heirs continued to expand Mongol control to the south. By 1279
they conquered the remaining territory of the Southern Song dynasty in
southern China. Mongol warlords also pressed far to the west. Batu, one of
Ghengis Khan’s grandsons, sacked Kiev. Mongols established themselves
in Russia as the Golden Horde and collected tribute until the late fourteenth
century. Further west, Mongol armies reached all the way to Hungary in
1241. In the near east, Hulagu, also a grandson of Ghengis Khan, sacked
Baghdad in 1258, bringing an end to the Abbasid Caliphate.

As accounts of Mongol victories make clear, climate was far from the
only reason for Mongol success, but climate fluctuations nonetheless may
have assisted the Mongols in their expansion. If drought could drive
nomadic migration, so too could periods with reliable precipitation.
Analysis of tree-ring data from central Mongolia indicates that several



severe droughts occurred during the MCA, particularly 900–1064, 1115–39,
and 1180–90. This last period, during Genghis Khan’s early years,
coincided with instability in the political realm of the Mongols and may
have contributed to his rise to power. The cool period in Central Asia came
to an end with warming that peaked in the early 1200s,37 and an extended
period of higher rainfall occurred between 1211 and 1225. This record
indicates that the Mongols expanded during a time that was, overall, wetter
and warmer compared to any other time during 1112 years.38

In many cases, whether in Rome, Han China, or medieval Europe,
climate contributed to state expansion because of benefits for agriculture.
For the Mongols, it was horses that really mattered. The Mongol horses
were renowned for their hardiness, but carrying out military campaigns
across thousands of miles required large numbers of horses, and each
Mongol warrior had several. The favorable spell of climate in the early
thirteenth century boosted Mongol power because the wet and warm period
provided good conditions for raising and feeding horses.

The Mongols also had to procure food for their horses as their army
traveled. Indeed, the Mongols were not nearly as formidable in regions
where they could not easily feed large numbers of horses. Such difficulties
provisioning horses helped blunt the power of Mongols and other
seminomadic warriors as they moved south in South Asia and toward
Southeast Asia. Climate therefore set limits on ultimate Mongol expansion
on the frontiers of the Mongol realm.

Southeast Asian expansion

South of China, climate in the period that corresponded to Europe’s Middle
Ages aided the expansion of major states and complex societies. A stronger
monsoon predominated in Southeast Asia from around 950 to around 1250,
and favorable conditions for agriculture helped support the development of
several states in Southeast Asia. These included the Khmer State with its
capital at Angkor, the Pagan Kingdom in Burma, and the Dai Viet state.



These three states have been described as “charter states” because they
marked the first large, powerful, indigenous states in these regions.39

Between the ninth and the fifteenth century, the Khmer Empire was a
major power in Southeast Asia. At its peak, the Khmer Empire extended far
beyond the borders of today’s state of Cambodia, though the Khmer also
suffered defeats at the hands of their rivals such as the Cham, who lived
along the coast of Vietnam, before the Khmer expanded in the late twelfth
and early thirteenth centuries under Jayavarman VII.

The temple complex of Angkor Wat built during the Khmer Empire
remains an imposing archaeological site to the present day. Angkor Wat was
constructed in the first half of the twelfth century when Suryavarman II
started the building of the temple complex. The “Temple City” was a
political and religious site first centered on Hinduism but soon converted
into a Buddhist site. It grew to encompass hundreds of temples. The central
tower, dedicated to the Hindu God Vishnu, rose to a height of more than
200 feet. A moat encircled the temple complex. As capital of the Khmer
Empire, Angkor was also an enormous city for its time with a population in
the hundreds of thousands—as high as 750,000.

The Pagan state in what is now Myanmar rose to prominence at roughly
the same time as the Khmer Empire in Cambodia. Closely allied with
Buddhism, the Pagan state established thousands of Buddhist temples,
monasteries, and stupas. To this day, some 2,000–3,000 sites remain, though
many are ruins. The capital city of Pagan, with thousands of Buddhist
monks, was a main center of Buddhism and attracted visitors from South
Asia and from other parts of Southeast Asia. Pagan had a population of
more than 50,000, and hundreds of thousands of peasants lived in nearby
regions. As population grew, the entire Pagan state expanded. Buddhist
temples and monasteries simultaneous marked frontiers of religion and
cultivation.40

The expansion of state power during this era can also be seen in the
history of Vietnam. First independent from China in the tenth century, the
Dai Viet, or Great Viet, state emerged as a strong power in Vietnam in the
eleventh century. Its capital lay at Thang Long on the Red River Delta in



what is now Hanoi. The Dai Viet state competed both with China to the
north and with a more Hindu region to the south under the rule of the
Cham, who today are an ethnic minority in Vietnam. Like its neighbors, the
Dai Viet state experienced strong population growth, with an increase from
1.6 to 3 million people between 1000 and 1300.41

Varied factors contributed to state building, expansion of agriculture, and
population growth in these different states in Cambodia, Burma or
Myanmar, and Vietnam. In the case of Dai Viet, relations with Chinese
states to the north as well as the adoption of technology influenced the pace
of growth. Increased trade may have benefited all three states. It is possible
that more consistent communication and contacts also reduced mortality to
certain diseases, by making diseases that had once caused epidemics instead
endemic.42

Along with these varied possible causes of expansion, climate trends
favored the emergence and growth of states and societies in Southeast Asia.
There were extended periods with high rainfall in the twelfth century and in
the late thirteenth century. Reliable, strong precipitation boosted agriculture,
which in turn aided expansion and construction in Pagan.43 Similarly,
strong monsoons supported Khmer expansion and colonization. The
relationship between climate and growth is more complex for Dai Viet,
which was located in a wetter region than either the Khmer or the Pagan
state. Higher precipitation may have raised populations in uplands, leading
to migration down to the Delta.

American floods and droughts

As in other parts of the world, complex societies in the Americas derived
large surpluses during the Holocene. The climate in this region between 500
and 1300 CE was characterized by variability: multidecadal droughts
interrupted warm and wet periods. The long history of complex societies in
the Americas shows resiliency to shifts in climate during the Holocene, but
several civilizations and states also experienced more abrupt transitions and



even sharp declines as measured by the abandonment of cities. Prolonged
drought, in particular, posed a major challenge to complex societies of the
Americas.

Several climate shocks had already altered and in some cases toppled
some of the most complex societies in North America before Europeans
entered the Americas. The remains of a large abandoned settlement stand to
this day in the northwestern corner of New Mexico at Chaco Canyon, but
the entire site was abandoned by the twelfth century. In numerous sites
along the Mississippi River and the Ohio River as well as areas of the
southeastern United States, pre-Columbian peoples established sites later
described as mounds. Cahokia, near the modern city of Saint Louis,
contained more than 100 such mounds. Intensive farming in the eleventh
and the early twelfth century supported a large population that reached into
the thousands, but Cahokia was abandoned before Europeans ever reached
the region. Farther south, Spanish adventurers and conquerors met Mayans,
but the Mayan world had already experienced severe disruption. The very
fact that the desertion of large imposing structures stands out can skew our
understanding of the development of American societies. Drought in
several instances had severe effects in particular regions, but there was no
general collapse of indigenous cultures across the Americas.

The Mayans created the longest continuous society and culture in
Central America. Emerging in the farming areas of Central America and
Southern Mexico, the first Mayan settlements dated back to about 800 BCE.
Within some 500 years, Mayans started to build more elaborate ceremonial
centers for religious purposes. The Mayan society continued to grow until it
reached its height of complexity during what we now call the Classic period
of 200–900 CE. The Mayans built ceremonial sites, most notably pyramids,
and cities in a belt that extended from Guatemala and Belize through the
Yucatan Peninsula and to the west into what is now Chiapas. Mayans
employed multiple kinds of cultivation to support a relatively large
population during the Classic period. They created orchard gardens, built
terraced fields, and exploited wetlands. To enrich fields, they engaged in
burning and flooding. They also managed forests to obtain fuel.44



There was no single Mayan empire but rather a series of city-states.
During the Classic era, the population of the largest city-states exceeded
50,000 people. Tikal and Calakmul were two of the largest city-states of
this period. The ruins of Tikal in northern Guatemala contain five large
pyramids: the tallest reaches a height of more than 200 feet. Mayan
hieroglyphs at Tikal tell of the city’s wars against neighboring city-states
and of both defeats and victories, but the inscriptions on the dated stelae or
carved stone slabs or pillars end at 869.

Calakmul at Campeche in Mexico predated the Classic period and grew
to become the largest city of the Classic period with a population of some
60,000 people and pyramids standing to a height of close to 150 feet. More
Stelae still stand at Calakmul than any other Mayan site. The inscriptions
tell of complex relations with neighboring Mayan city-states, both
tributaries and at times rivals of Calakmul, and of wars between Calakmul
and Tikal. In the seventh century, Calakmul won victories against Tikal, but
the city suffered defeat by Tikal in 695—the victors killed captives as
human sacrifice. The inscriptions end by the early tenth century, and by the
time the Spanish reached Calakmul, the population amounted to only a very
small fraction of the total of the Classic era.

Many of the Mayan sites were already in ruins by the time Spanish
conquistadors came to the Americas, and centuries later, Mayan sites are
still being found. In 1570, for example, Diego Garcia de Palacio found the
ruins of the city of Copan in what is now Honduras. The ruins at Copan
included mammoth plazas, a 10-meter-wide stairway, and nearly 2,000
glyphs. The population reached some 25,000 people, but the royal dynasty
came to an end in the ninth century.

As in the case of Rome, the question of why the classic Mayan
civilization collapsed has generated pursuit of a host of answers as well as
debate over the meaning of collapse. Certainly, Mayans survived past the
end of the Classic period. The Spanish met Mayans, and there are still
Mayan populations today. At the same time, the sheer number of abandoned
sites points to a major and real disruption in Mayan society at the end of the
Classic period. The search for an explanation of this disruption has yielded



numerous hypotheses: earthquakes, disease, rejection of female children,
decadence, peasant revolts, invasion, or forced migration carried out by
invaders. For most of these explanations, there is little supporting evidence.
Warfare between Mayan city-states provides another possible cause. The
deciphering of Mayan inscriptions overturned the notion that Mayan elites
were peaceful. The great city-states of Tikal and Calakmul, for example,
along with their allies, fought long wars. However, if warfare contributed to
the end of the Mayan Classic period, it did so only very slowly, because
major Mayan city-states fought wars over many generations.

The gap between higher populations in Mayan times and lower
populations today suggests that the Mayan city states placed great pressure
on available resources: food, fuel, and water. At Tikal and Calakmul,
builders gave up the wood they had long used for making beams, Sapodilla
(Manilkara zapot)), and turned to substitutes, suggesting that they were
exhausting timber supplies. They also stopped using lime as a material for
plaster. The Mayans had proven their resilience over many centuries, but
urbanization and population growth over many years caused shortages of
materials that they depended on.45

Drought caused by a shift in climate interacted with several other factors
to bring about the end of the Mayan Classic period. An arid period with
several intense droughts weakened a society that had already pushed the
limits of its environment. Mayans adapted to their landscape over many
centuries, but their large population and deforestation made them less
resilient to drought. Depletion of resources in a dry period, in turn,
contributed to the potential for warfare between Mayan city-states that
already had a long tradition of fighting with each other. Deteriorating
conditions in collapsing urban centers also gave Mayans incentives to move
away. A shift from land to coastal routes could have reinforced such
migration.

The Mayans’ history demonstrates both the resilience and the
dependence of complex societies on climate. The Mayans adapted to their
landscape and climate. They engineered water, land, and forests to produce
enough food to support dense populations, and they did so over long



periods of time. Even their collapse was not total—Mayan culture and
society did not reach the terminal point. At the same time, the very ability
to adapt and innovate also meant that Mayans were able to place ever-
greater stress on their landscape and supply of soil, wood, and water. They
therefore became more vulnerable to the aridity and large droughts that
struck in the late Classic period.

If Mayan culture did not come to an end, it nonetheless changed.
Climate change, in this case, may have brought the greatest shock for elites.
The Mayans whom the Spanish first met had not abandoned social
hierarchy. When Hernán Cortés and his companions first defeated Mayan
warriors on the Yucatan coast, he asked for a delegation of the leaders and
chiefs. He received gifts of gold ornaments and young women, including
Dona Marina, or Malinche, who became both Cortés’s mistress and his
invaluable translator during his subsequent expeditions in Central Mexico.
However, the dynasties, whose wars and feuds figure prominently in the
Mayan hieroglyphs from the Classic era, appear to have come to an end.
Others who closely served the royal houses or provided them with luxury
goods would not have been able to continue their previous way of life. With
less ability to concentrate a massive surplus, societies with less elaborate
hierarchies, such as those on Hispaniola, would have been better able to
adapt to the drying trend.46 The shift in the ITCZ brought similar stress in
southern Central America.47

Although Mayan collapse likely stemmed from several factors, episodes
of drought most likely destabilized Mayan civilization of the Classic era.
Multiple studies point to the strong effects of climate shifts. Increased
monsoonal precipitation filled lakes in the Yucatan during the early
Holocene. As summer insolation waned, the region started to become drier
beginning around 3,000 y ago, and the very peak in aridity around 800–
1000 CE coincided with the collapse of the Mayans. The Mayan cities of
the Yucatan and Central America proved highly sensitive to reductions in
rainfall of some 40 percent.48 Drought was most intense in the regions that
displayed the strongest evidence of collapse. Mayan societies had



previously shown resilience to dry periods, but greater social complexity
and more severe drought overwhelmed their capacity to adapt.49

The shifting of the intertropical convergence zone may have brought
about the drought associated with Mayan collapse. Marine sediments from
the Cariaco Basin to the north of Venezuela reveal migration patterns of the
ITCZ in the modern day, and can be used to infer changes from the past.
Today, the annual shift in the ITCZ leaves distinct light and dark banding,
and sediments in the basin preserve that pattern throughout the Holocene.
During the winter and spring dry season, the ITCZ is positioned to the
south, leading to strong trade winds that strengthen upwelling, which in turn
initiates greater algal growth that is then preserved in the basin as lighter
colored sediments. The annual northward shift of the ITCZ in the Northern
Hemisphere summer marks the rainy season in Venezuela, when more dark-
colored sediments from land are delivered to the Cariaco Basin. Titanium
(Ti) concentrations in the land-derived sediments document the ITCZ
migration in this region. The Mayans lived north and west of the Cariaco
region, but the same ITCZ shifts recorded in the Cariaco sediments also
influenced the Mayan cities in the Yucatan. The terminal collapse of the
Mayans between 750 and 900 CE coincided with low sedimentary levels of
Ti. In particular, Ti minima corresponded to dry events around 760, 810,
860, and 910, dates consistent with a three-phase model of Mayan
collapse.50 A Yucatan stalagmite record51 and sediments from nearby Lake
Chichancanab52 provide additional evidence about the influence of drought
on the Mayans. Debate nonetheless continues regarding the degree to which
drought played a role in the collapse of this and other Mesoamerican
civilizations.53

Shifts in hydroclimate also affected human societies in Central America
beyond the Mayan heartland. East of Mexico City, the city of Cantona
reached a population of some 90,000 by 700 CE and supplied obsidian to
sites on the Gulf of Mexico. A long drying period between 500 and 1150
did not immediately undermine Cantona: indeed, migrants from other arid
regions may have moved to Cantona. However, the city’s population fell



between 900 and 1050 CE to only 5,000 people during one of the driest
periods in nearly 4,000 years.54

Major changes in precipitation posed a challenge to other complex
societies in pre-Columbian North America such as the culture of the
Mississippi and Ohio River Valleys identified with ceremonial mounds. The
Spanish adventurers came across some of these mounds. In 1539, Hernando
de Soto embarked on an entrada, or expedition, north of territory already
conquered by Spain into lands that are now in the United States. In search
of land and gold, he landed in Florida and traveled north into the
Appalachians and then generally west, reaching the Mississippi River in
1541. De Soto died in 1542, but some of his men made it back to Mexico
City. The Spanish historian Oviedo y Valdes compiled an account of de
Soto’s journey based on the diary of de Soto’s secretary, Rodrigo Ranjel.
From this account we know that de Soto came across some remnants of the
Mississippian culture that had erected large mounds and earthworks. In
what is now Georgia, de Soto and his men entered a village with a mound
upon which they set up a cross. At a place called Talimeco, possibly near
present-day Camden, South Carolina, the Spanish found a “village holding
extensive sway; and this house of worship was on a high mound and much
revered.” After crossing the Mississippi, “the Christians planted the cross
on a mound.”55

In clashes and battles along their route de Soto and his men killed many
natives and also suffered many losses themselves. They also found a native
population severely depleted and weakened by disease carried to the
Americas by Spain, which had already apparently spread further than the
Spaniards themselves. De Soto and his men on the ground carried Eurasian
infectious diseases with them, setting off new trains of transmission. As in
Mexico and elsewhere, native peoples with no resistance died in
extraordinary numbers. In one interpretation of this period, the many deaths
severely weakened native societies of the late phase of Mississippian
culture. Raised temple mounds ceased to function as key political and
religious sites.



Epidemics unleashed by the Columbian exchange between the Old and
New Worlds would cause misery, sickness, and death for many natives of
the Americas, but the contraction of complex societies cannot be attributed
solely to diseases carried by the conquistadors. The Mississippian culture
that de Soto and his band of Spanish adventurers encountered had suffered
setbacks before the first direct and indirect contacts with Europeans.
Warmth during the MCA may have contributed to the expansion of the
Mississippi culture and of sites in what is now the southeast of the United
States.56 After the peak population of Cahokia and nearby regions in the
early twelfth century, population density fell. By the fourteenth century,
peoples of the Mississippian culture had left Cahokia as well as other sites
in the Ohio and Mississippi Valleys. The settlement at the mounds near
Kincaid in southern Illinois reached its peak in the early 1200s, but mound
building ended around 1300 and the settlement was abandoned by around
1450. That same pattern of abandonment was true for many sites in the
Mississippi and Ohio River Valleys.57

The paucity of sources makes it difficult to reconstruct the full history of
the cultures of the Mississippi, but research on climate suggests that shifts
in hydroclimate may have placed mound builders under stress, either
through greater aridity or greater flooding. In one interpretation, long
droughts between the mid-twelfth and the early thirteenth century weakened
the societies of the mound builder. The cycle of drought undercut intensive
agriculture in the Cahokia region. The water table fell, and reduced
precipitation threatened the intensive maize cultivation necessary to sustain
the comparatively dense population. Drying out would also have lowered
the stock of fish. Such trends did not make collapse inevitable for all
Mississippian sites, but shook the largest population sites most dependent
on the best conditions for agriculture.58 A second interpretation, in contrast,
sees damage from greater flooding at the end of the arid period. A study of
sediment cores indicates that Cahokia emerged during a period with fewer
floods, but declined with the return of more severe flooding.59

The effects of any such shifts in hydroclimate varied by type of society
and by region. Small sedentary villages in the Monongahela River Valley in



Pennsylvania appear to have formed and reformed, independent of any
large-scale long-term trends.60 Abandonment of large sites such as Cahokia
struck at the most centralized manifestation of Mississippian culture.
Religious and political elites who benefited from larger-scale extraction of a
surplus may have found themselves occupying less exalted positions.
However, such an outcome did not by itself equate to complete collapse or
the extinction of culture.

Shifts in aridity and precipitation had the greatest effects in the most
vulnerable regions of human settlement such as the American Southwest. A
striking example comes from the history of a complex society that
flourished well before contact with Europeans in what is now New Mexico.
Between the 800s and approximately 1150 to 1200 CE, a civilization built a
large and elaborate settlement at Chaco Canyon in the northwestern corner
of New Mexico.

Builders at Chaco Canyon designed and erected large multistory stone
houses. Several thousand people may have lived at the central site, though
population estimates remain uncertain. The people of this culture
constructed many other great houses along roads. The remains of the roads,
no longer standing, are not visible to the naked eye but can be traced by
satellite images. The material culture of Chaco Canyon made abundant use
of turquoise. Excavations have revealed some 200,000 pieces of turquoise.
Some turquoise came from local sources, but Chaco Canyon also traded
turquoise along trade networks that extended into what are now Colorado,
California, and Nevada.61

We have no equivalents to the Mayan script that tell us about the elites,
but burial patterns suggests a strong hierarchy at Chaco Canyon.62 Items
buried with the dead, or grave goods, from the largest of the Great Houses,
named Pueblo Bonito, included tens of thousands of turquoise beads. One
small room contained no less than 25,000 turquoise items. There were also
vessels containing traces of cacao that could only have been acquired via
long-distance trade.

To support their complex society, the people of Chaco Canyon employed
several methods to obtain and store water. The very location in a canyon



placed farmers closer to the water table. In addition, Chaco Canyon and
nearby communities diverted and stored water using such dams and canals.
Small dams intercepted runoff and steered water into canals. There were
also several large dams, including a 130-foot-long masonry dam. The water
supported the cultivation of beans, corn, and squash.63

In the twelfth century, the history of Chaco Canyon as a major
population center came to an end. Any surviving population departed, and
the great buildings were left abandoned. In this case, as in virtually all
others, the choice of the term “collapse” has caused controversy. By any
normal understanding of the term, Chaco Canyon collapsed. We would
probably say the same about London, New York, or Shanghai if their
populations abandoned those vastly larger cities, leaving structures that
eventually fell into ruin. The end of Chaco Canyon, however, did not
necessarily mean the extinction of all its peoples who may have migrated to
other southwestern communities. By the late thirteenth century, Anasazi
also abandoned recently constructed cliff dwellings and moved to the south
and east. Thus the elaborate cliff dwellings at Mesa Verde in southern
Colorado were abandoned in around 1300.

Why did ancestral Pueblo peoples abandon Chaco Canyon in the late
twelfth century and prominent cliff dwellings around 1300? Their departure
has been attributed to war, but this explanation lacks evidence despite some
abandoned Anasazi sites that contain physical remains suggesting death by
violence and even cannibalism.64 Alternately, the culture could have
suffered economic losses from a shift in the turquoise trade, though it is not
clear why that would have led to complete abandonment of imposing sites.
The hypothesis of an ideological collapse from some dispute over religious
ritual is virtually impossible to test in the absence of any records.

As the most densely populated site in a dry region, the people of Chaco
Canyon may have placed too great a strain on limited resources, including
wood and water. Because the builders at Chaco Canyon employed wood
beams, it is logical to wonder whether they could have deforested the
surrounding area and run out of timber. In one interpretation, Chaco
Canyon’s people used so much wood that they deforested the lands they



depended on, but the source of wood and the rate of deforestation remain at
dispute.65 Whether or not Chaco Canyon’s people cut down too many trees
in their region, they confronted a series of intense and long droughts. Such
fluctuations in climate endangered the food supply in an already dry region.

It is not possible to run a test on the abandonment of Chaco Canyon, but
climate change was an important cause for demise of the center. Peoples in
the region had proven resilient in enduring long droughts centuries
previously, but a series of intense droughts would have posed a severe
challenge to a large population center.

Hydroclimate in South America

Throughout the pre-Columbian era, societies along the west coast of South
America built on long traditions of storing and steering water. Furrows that
remain in the ground near Lake Titicaca, a vast mountain lake high in the
Andes, survive from a system of canals of the Tiwanaku empire, which
reached its height of power between around 500 and 900 CE. On the North
Coast of Peru, Chimu, a major cultural site from around 1100 until the late
1400s, adapted to environmental variability, including both floods and
drought. Overflow weirs limited the damage from high waters.66 In the later
Chimu era, people built structures away from areas most susceptible to
flooding. Drought likely posed an even greater danger. Farmers of the
Chimu era employed aqueducts and other irrigation networks. Along with
these kinds of hydraulic engineering, communities in areas such as northern
Chile responded to the risk created by environmental shifts by changing
crops, moving fields, and increasing trade.67

The wide persistence of human settlements and activity in western South
America shows that climate fluctuations by themselves did not lead to
doom, but complex societies faced shifts between drier and wetter
periods.68 People of the Nazca, on the southern coast of Peru, for example,
adapted to a dry setting, but they still benefited from more rain. The area
received a boost in precipitation between approximately 800 BCE and 650



CE. From 650 to around 1150 CE more moisture was available to the east
in the area around Lake Titicaca on the borders of what are now Bolivia and
Peru. Precipitation increased again in the Nazca from 1150 to 1450.69

The possible effects of climate shifts on complex societies in western
South America have given rise to debate. In northern Peru, sand covered
over the irrigation system of Moche, a complex society on the North Coast
of Peru. The capital was abandoned in the sixth century CE, and the culture
moved east toward the interior to higher terrain with more water. A shift in
climate to a dry period provides a possible cause for such migration.70 But a
counterinterpretation points to social change as the most likely key factor.71

In another possible example for the influence of climate change in South
America, the society of Tiwanaku thrived for centuries on the shores of
Lake Titicaca before a long dry period started in the eleventh century. The
capital of an empire, Tiwanaku contained numerous ceremonial sites,
including temples and pyramids. Terraced fields surrounded the capital.
This large and complex society declined and came to an end in the eleventh
and twelfth centuries. In one scenario, the state saw its power erode and
ultimately declined because of a decrease in precipitation.72 Another
interpretation, in contrast, sees any changes in agriculture as separate from
the fortunes of the Tiwanaku state.73

Correlation does not prove that climate shocks led directly to political
and social change in western South America, but genetic evidence shows
that periods of migration corresponded to climate change. DNA samples
from populations in southern Peru between 840 bce and 1450 CE indicate
two major phases of migration. Toward the late period of the Nazca culture,
migration into the Central Andes increased from coastal valleys. Later, the
end of the Wari and Tiwanaku empires around 1200 CE appears to have
encouraged migration back toward the coast.74 In the case of the Wari
empire, in Peru’s highlands, a long drought between 900 and 1350
CEcoincided with the empire’s end around 1100 CE. Internal conflict was
the most immediate cause of a crisis that saw rising rates of violent injury
as well as a decline in diet, but drought exacerbated the challenges of the
late Wari period.75



Over a long period, multiple complex societies had emerged in western
South America, and shortly before the Spanish conquest of much of the
Americas, the Inca state rose to power along the Andes. Multiple factors
contributed to the Incas’ ability to subdue and incorporate many of their
neighbors into an empire that stretched across more than 2,000 miles.
Drawing on their military capacity and on diplomacy, the Incas also
expanded during a period of warming in the region, which would have
enabled them to exploit a broader array of high land areas.76

Summary

Investigating climate and human history for the period after the end of the
most powerful empires of the classical era or axial age in Eurasia
demonstrates the potential influence of regional climate shifts. Strong
evidence for a warming period in the High Middle Ages of Europe points to
the interaction between a favorable climate and European expansion both
within Europe and in the North Atlantic. Regional shifts in other regions
including Central Asia, Central America, and areas in the interior and
southwest of what is now the United States also show that climate shifts
and, in particular, changes in hydroclimate placed constraints on complex
societies. Human societies developed significant resilience to climate
variations during the Holocene, but complex states reached a point where
their ability to store resources failed to meet the demands imposed by long
droughts.

The MCA has frequently surfaced in recent discussions of climate
change. In particular, attacks against either the science of climate change or
the findings that human activity has become the main forcing agent of
climate change frequently point to the Medieval Warm Period. In one
version, the period was so warm that current global temperatures and
temperature trends are not striking. These claims draw heavily on the most
impressionistic evidence, in particular references to grapevines in England
and Vinland in North America. Cultivated wine grapes, like many other



crops can serve as one of many proxies for climate shifts, but their
cultivation also depends on other factors. Farmers may plant grapes or
replace them with other crops because of changes in taste or competition
from other grape-growing regions. Similarly Viking references to Vinland
(which may not even refer to grapevines) or the naming of Greenland as
green provide no exact record of past temperature.

Another problem with using the MCA to attempt to discount the key role
of human forcing of climate since the Industrial Revolution is that the
warmth was most likely regional. Some regions may have been as warm as
today, but overall the warming was regional and asynchronous. The
regional expression is consistent with the internal climate variations
(ENSO, NAO), which may have been caused by a slight increase in solar
irradiance.

Finally, the medieval warm period cannot serve as logical evidence
against human forcing of climate change because the causes of any climate
shifts during the Middle Ages were different from those today. Humans in
the Middle Ages engaged in farming and in many economic enterprises,
some of which involved using peat or coal as fuel, but there was no
Industrial Revolution, no internal combustion engine, and no logarithmic
rate of growth in extraction and combustion of fossil fuels.
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The Little Ice Age
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• Summary

A complex cooling trend punctuated in several regions by markedly cold
phases influenced human history over the centuries following the MCA.
This period became known in historical and scientific literature as the Little
Ice Age. Though the precise timing and severity of cooling varied, the
fluctuations in climate affected human societies in widespread regions,
particularly in Europe and in those surrounding the North Atlantic, but also
in Asia and North America.



During the periods of most pronounced cooling, the LIA created
challenges for societies and states in many regions of the world. At the
same time, societies varied greatly in their responses to the LIA. By the
early modern era, some of the more prosperous societies demonstrated great
resilience. Others experienced periods of crisis, but continued to adapt and
develop until the cold spells became a distant memory. Others, especially in
locations that already made them more vulnerable to cold, faced more
profound threats.

As the case studies in this chapter show, the LIA had strong effects in the
North Atlantic and in Europe. Indeed, much of the early literature on the
topic focused on these regions. In North America, European colonization
began during the LIA. Study of the LIA and its interaction with human
history has also extended to major societies across Eurasia from the
Ottoman Empire to China.

Climate of the Little Ice Age

Historical documentation of glacial advance in Europe, which was
particularly extensive during the late 1600s–1700s, provided some of the
first evidence for a colder period that spanned the latter half of the second
millennium. Although there were generally cold conditions in the Northern
Hemisphere between 1300 and 1850, this “little ice age” was not globally
synchronous, nor was it a continuously cold period. Records indicate that
the coldest time period in Europe was the 1600s, but parts of North
America did not see their coldest temperatures until the 1800s, while East
Asia experienced consistently cooler temperatures during this time.
Nevertheless, the temperatures appeared to be colder than the centuries
prior, and certainly colder than today. The complexity of the temperature
record has led to the suggestion that cold snaps did not amount to any clear
cooling trend, and even prompted skepticism about the very idea of an LIA.
However, as the historian Sam White responds, “there is not at present any



substantial debate about whether global climate cooled between c.1300 and
c.1850, or whether that cooling had significant human impacts.”1

FIGURE 5.1 Two thousand years of temperature variation.
Source: Shaun A. Marcott et al., 2013, “A Reconstruction of Regional and Global Temperature for
the Past 11,300 Years,” Science 339, 1198–201.

The evocative term “Little Ice Age” should also not lead to the idea that
this period amounted to another glacial maximum. The LIA cooling that is
evident in many records amounts to one or two degrees Celsius. In contrast,
the LGM saw temperatures around 10 degrees Celsius colder on average.

To determine the causes of the LIA, climate scientists analyze external
factors including solar output and volcanic activity. On a time scale of
decades to centuries, solar variability stems mainly from sunspots, magnetic
storms on the sun’s surface that increase solar output. Variations in the
number of sunspots currently follow an 11y cycle, but historical sunspot
records, which began in the early 1600s, reveal prolonged periods in the
past with very few sunspots. Several of these sunspot minima occurred



during the LIA, notably the Maunder Minimum that spanned from 1645 to
1715, as well as the Sporer Minimum (1460–1550) and the Dalton
Minimum (1790–1830). Such sunspot minima generally coincide with
minima in temperature, but whether or how sunspot minima might lead to
decreased temperature particular to the LIA remains a topic of debate and
ongoing research.

Active volcanism in the thirteenth century likely contributed to the
cooling of the LIA. At first glance, this connection seems surprising.
Volcanic eruptions typically lead to short-term cooling, so how could
volcanic activity by itself lead to the centuries-long cooling of the LIA? A
possible answer lies in climate feedbacks: several large eruptions in quick
succession could have initiated sufficient cooling to trigger sea ice growth.
The increased reflection of sunlight by ice and snow, in turn, would create
additional cooling. This is known as the ice-albedo feedback, and is one of
several feedbacks that amplify climate changes. The timing of increased
volcanic activity appears to be consistent with the idea of a volcanic forcing
for the LIA: cooling would have had to begin in the 1300s for glaciers to
have reached their maximum extent by around 1600.2 The degree of cooling
associated with volcanic activity is difficult to reconstruct, but there is
evidence for numerous eruptions in the 1200s and another around 1450,
indicating that eruptions provided some cooling effect for the LIA.

In addition to solar variability and volcanic eruptions, changes in
atmospheric CO2 concentration may have played a role in LIA cooling.
Concentrations of CO2 dropped from 284 ppm around 1200 CE to 272 ppm
by 16103. Concentrations of CO2 dropped after Northern Hemisphere
cooling. Greater solubility of gases in the ocean as temperatures cool can in
principle reduce atmospheric CO2 concentrations, but not sufficiently to
account for the full observed decrease in CO2 during the LIA. CO2 may
also have decreased as forest reclaimed agricultural lands when pandemics
caused sharp population decline. The Black Death that struck between 1347
and 1352 reduced Europe’s population by 25 million. Population fell by 50
million between 1492 and 1700 when Europeans introduced new diseases
to the Native Americans. China suffered population decline in the eleventh



and twelfth centuries, and again in the seventeenth and eighteenth centuries.
The steep regional decline in population led to the reforestation of
abandoned farm land; new tree growth reduced CO2 in the atmosphere,
leading to cooling.

These external forcings influence climate on yearly to centennial time
scales, and all likely contributed to the cooling of the LIA to some degree.
Internal climate dynamics also become important on this time scale. For
example, a slowdown in deep ocean circulation would provide another
possible explanation for the cooling of the LIA.4 As we saw in the case of
the Younger Dryas, meltwater slowed thermohaline circulation and plunged
the North Atlantic region into near-glacial conditions. On a much smaller
scale, warmth during the MCA could have increased melting and slowed
circulation. This could explain the cooling patterns observed in this time
period. Other climate phenomena may have contributed to the geographic
patterns of temperature as well as precipitation anomalies during the LIA.
In a reversal of the prolonged La Niña and positive NAO conditions of the
MCA, the opposite modes (El Niño and a negative NAO) prevailed during
the LIA.

The Little Ice Age in the North Atlantic

Regardless of the ultimate cause of the LIA, the cooling trend that
characterized the North Atlantic had severe consequences for human
settlements established at the margins for farming and pastoralism. These
included settlements of the north and settlements at high elevation. One of
the chief debates over the effects of the LIA in the North Atlantic concerns
the fate of the far-flung colonies established by Vikings in the North
Atlantic during the previous MCA. The Norse settlers established a mixed
economy in Greenland with two main settlements, an eastern settlement in
the far south of Greenland and a larger western settlement along the west
coast. Altogether the population reached some 5,000 people. They traded
products, mainly to Norway. Europeans could acquire the leather and



woolen cloth that the Greenlanders sold from other sources, but exports of
walrus tusks and polar bears from Greenland stood out as distinctive goods
in the European market.

To support themselves, settlers created farms, about 250 in total, in the
western and eastern settlements. At first they replicated their previous
practice of animal husbandry by raising cows and pigs, but they soon
stopped raising pigs, possibly because they wreaked so much damage on
Greenland’s soil.5 Sheep fared better than cows in Greenland because they
could be kept outdoors grazing far longer than cows, which had to be
housed indoors for approximately nine months each year. The number of
goats, animals well suited to eating scrub, also increased over time. This
shift away from pigs and cows provides strong evidence that the Norse
adapted to living on Greenland. Despite their previous experience, they
made the necessary adjustments to turn to animals better suited for life on
Greenland. Simply moving to a region with a different landscape, resources,
and climate did not by itself determine their fate.

The Norse also hunted and adapted to life on Greenland in their choice
of prey. The island’s large herds of caribou provided a key source for meat,
and so, too, did seals. The Norse learned when and where seals migrated to
the vast island, and in spring the Norse set up camps to hunt seal. Over time
the Norse depended ever more on hunting and on seals to obtain food.
Surprisingly, given the abundant ocean waters, the Norse do not appear to
have engaged in fishing, as measured by the very small numbers of fish
bones recovered at their sites. Jared Diamond suggested that this absence of
fish may show that the Norse developed a taboo of some kind against eating
fish.6

Though Norse settlers adapted their way of life to Greenland, their
presence placed a strain on the island’s resources. They quickly cut down
the meager supply of trees, and the slow regeneration of soil, especially
with grazing animals, meant that they could not easily obtain new sources
of timber. Other than the occasional driftwood or timber import from
Norway, they could obtain new timber by undertaking dangerous trips to



log along the coast of Labrador. In turn, the absence of charcoal deprived
the Greenlanders of the fuel source necessary to smelt bog iron.

The Greenlanders survived for centuries before they confronted the LIA
in an already marginal region. Temperatures dropped sharply in Greenland
within just a few decades in the fourteenth century (4°C in ~80y).7 A
microfossil record of a sediment core from Disko Bay further shows
cooling in western Greenland around 1350.8 Pronounced cooling created
more difficult conditions for pastoralism. A shorter growing season reduced
the meager harvest of hay, placing the raising of sheep and goats at risk.
Longer harsher winters and shorter colder summers cut the margin for error
in obtaining and storing food. Under these circumstances, it made sense for
the Greenlanders to obtain a rising proportion of their diet from seals, but
this must have been an adaptation made only under great pressure. With
limited resources to begin with, the Norse of Greenland had no reason to
voluntarily cut their consumption of any source of food.

Icier waters also made ocean travel harder and more risky. At the best of
times it had never been easy for the Greenlanders to travel in their small
vessels to go north to hunt for walrus or to seek timber, but these trips
would have become increasingly dangerous, and the severe shortage of
wood meant that the Greenlanders could not easily build new boats. Longer
periods of sea ice also obstructed the vital exchange of resources between
Greenlanders and other Norse outposts and Europe. Communication with
Norway suffered. Only sporadic ships traveled between Norway and
Greenland by the late fourteenth century, and communication stopped
altogether by the early fifteenth century. In 1492, well after the last recorded
voyage from Norway to Greenland, Pope Alexander VI wrote, “Shipping to
that country is very infrequent because of the extensive freezing of the
waters—no ship having put into shore, it is believed, for eighty years.”9 The
Pope overlooked the distant voyages of fishermen, but his basic point was
correct: Greenland had fallen off the European map.

Other factors combined with the climate change of the LIA to threaten
the survival of Greenlanders. Even as the cooling and ice in the North
Atlantic gave sailors reason to avoid the dangerous and long journey to



Greenland, other commercial changes simultaneously cut into trade with
Greenland. Trading patterns in Europe shifted as the Hanseatic cities gained
power. These North Sea and Baltic ports favored a growing trade in items
such as fish and fish oil rather than a more limited luxury trade for items
such as walrus tusk, and for those Europeans who wanted to purchase ivory,
other sources of supply became available to Europe’s east.10

Increasingly peripheral within extended European trade networks, the
Norse of Greenland also faced potential competition from the other
migrants to Greenland, the Inuit, or Thule, who had moved east across
northern North America and replaced the Paleo-Eskimos. The two lived
apart: there is no genetic evidence of any intermingling between the Norse
and the Inuit. The Norse provided only scattered references to their contacts
with Inuit but enough to show that their relationship was primarily hostile.
Accounts from the fourteenth century refer to attacks by people the Norse
called Skraelings, including the killing in 1379 of eighteen men and the
enslavement of two boys. Along with the loss of life, these deaths would
have likely inflicted severe economic and psychological damage on a small
population.

In some interpretations, the Greenlanders also failed to learn from their
Inuit competitors. There is debate over the degree to which the
Greenlanders supplemented seals with fish, but they do not appear to have
engaged in fishing to remotely the same degree as the Thule. In addition,
the Thule hunted more varieties of seal than did the Norse, such as the
ringed seal, which can be hunted in winter. If the Norse had cooperated with
or even learned from the Thule, they could have acquired more food in
winter. They could have hunted seal packs during annual seal migrations in
the spring and the ringed and bearded seals in winter that surface at
blowholes. Adopting Inuit hunting techniques and watercraft would have
been invaluable for broadening the Greenlanders’ limited food supply.

From these multiple variables, scholars have produced divergent
explanations of the end of the long-established Norse settlements in
Greenland. In a catastrophic explanation climate change combined with
growing isolation and bad relations with Inuit to wipe out the Norse



Greenlanders. An alternate explanation, in contrast, sees the end of the
Norse settlements as a matter of choice. Greenlanders by the fourteenth
century shifted their diet to hunting seals—a point of consensus with the
more catastrophic interpretation. They even fed seal and fish scraps to their
pigs, before abandoning the raising of pigs altogether. Unpleasant living
conditions, limited diet, and few chances for contact with the world beyond
Greenland gave the island’s youngest residents cause to leave Greenland for
Iceland and points west. Population decline caused by the fourteenth-
century plague in Iceland and Scandinavia could also have made land
cheaper for Greenlanders who decided to emigrate.11

The alternate scenario stresses human choice more than the effects of
climate change, but in any scenario, the Greenlanders had made choices and
shown significant ability to adapt. They obviously chose to go to Greenland
and to stay there in the first place, and though the warmth of the Middle
Ages made their trip easier than it would have been otherwise, they still
chose to remain in a region that almost immediately proved significantly
different from Iceland, let alone from Norway. They managed to survive in
Greenland as long as they did only by, first, adopting pastoralism to the
island and, second, by increasing their consumption of seals. In other
words, the catastrophic scenario does not overlook the role of human choice
or deny that the Greenlanders showed significant capacity to adapt.

This alternate interpretation stresses human decision-making, but does
not dispense with the influence of climate. In one interpretation, climate
change during the LIA so depleted the Greenland population in their
isolated and exposed colonies that they died out. In the second
interpretation, climate change brought them to abandon many of the
economic activities that they had carried out and that made life so
unsatisfactory that the dwindling population left. This less dramatic
scenario is possible, but there is only scant historical evidence of migration
out of Greenland. The authors of one study cite a 1424 letter to a bishop in
Iceland by a couple who had married in Greenland in 1408 and needed to
provide proof of their marriage after relocating. However, we lack
documentary evidence of other such cases of migration from Greenland to



Iceland or any documents that explain the fate of any of the Greenlanders
still on the island afterward.

By the last decades of the Greenland Norse, the kind of choices the
Greenlanders made suggest desperation rather than simply adaptation. Was
shifting to an almost all-seal diet really adaptation, or was it desperation? It
is difficult to imagine why the Norse would have abandoned sheep and
goats when they already had so few supplies of food, unless they had little
or no choice in the matter. Perhaps some significant number of
Greenlanders survived by moving back to Iceland, but even if that had
occurred, it would not disprove the role of a deteriorating climate in
contributing to such migration. The Greenlanders did not make up a
transient population, nor were they the equivalent of fishermen or hunters
who set up seasonal camps, hunted or fished, and then left. To the contrary,
they had survived in the far western North Atlantic for more than 400 years,
sinking enormous effort and investment into putting down their settlements.
In even the best-case scenario, the cooling climate would have contributed
to the end of the Norse presence in Greenland.

The same cooling trend also posed challenges to the larger settler
population of Iceland. As in Greenland, the influx of Norse colonists during
the MCA placed stress on the local environment. Settlers cut down most of
the island’s trees, and grazing prevented new tree growth and damaged soil,
as the loss of vegetation caused erosion. Volcanic soils blew away easily,
leaving much of the island as desert. Indeed, it is still possible to see the
deserts created during this period.

Already vulnerable because of their depletion of resources, the settlers of
Iceland faced a major threat from the LIA. They gave up marginal farms
and reduced their already very limited farming. Sea ice lingered, blocking
access to the ocean from northern ports. With fewer resources and the
arrival of the plague, population fell, according to many estimates, though
there is no consensus on exact numbers. Icelanders also faced volcanic
eruptions. In 1362, Oraefajokull erupted, forcing the abandonment of farms
in the region in southern Iceland.



Despite these challenges, Icelandic society, unlike the settlements of
Greenland, survived the LIA. A larger population and closer ties to Europe
put the Icelandic settlements in a better position. The Icelanders adapted to
the loss of other food resources by increasing their consumption of seafood,
and they found a source of revenue by selling dried fish to meet growing
European demand.

The Little Ice Age in Europe

Few societies faced the same peril that confronted residents of North
Atlantic islands during the LIA, but the onset of the LIA also posed broad
challenges for European societies. Even before the fourteenth century, the
series of volcanic eruptions that may have caused the onset of cooling led to
abrupt spikes in mortality. The eruption of a large volcano in the tropics led
to a bad harvest in 1257–58 in England, for example. A monk described the
suffering: “The north wind prevailed for several months ... scarcely a small
rare flower or shooting germ appeared, whence the hope of harvest was
uncertain ... Innumerable multitudes of poor people died, and their bodies
were found lying all about swollen from want ... Nor did those who had
homes dare to harbour the sick and dying, for fear of infection ... The
pestilence was immense—insufferable; it attacked the poor particularly. In
London alone 15,000 of the poor perished; in England and elsewhere
thousands died.”12

The climatic shift of the fourteenth century brought dramatic
consequences for many Europeans when famine struck between 1315 and
1322. Heavy rains caused erosion and prevented planting. Numerous
contemporary observers remarked on the extraordinary rains of 1315 and on
the cold summer and fall. The rains persisted daily for five months. The rain
and damp ruined crops and swept away soil, especially in some of the
newly settled areas created by expansion during the prior medieval warm
period. Swollen streams and rivers carried away mills, bridges, and whole
villages. Another year of heavy rains and failed harvests followed in



1316.13 Rains, flooding, and the cold winter of 1317–18 caused both crop
failures and hardship for farm animals who went short of food.

Previous population growth exacerbated famine for communities that
already lived near the subsistence level. There were bread shortages in
France and Flanders. People from the German countryside made their way
to beg at towns along the Baltic.14 Some communities disappeared as the
residents left. Contemporaries complained about disorder and lawlessness.
Destruction of seeds slowed recovery after 1317. Crop yields sank, and
mortality from disease rose in a weakened population. In the 1320s,
continuing cold weather and parasites killed off many sheep, damaging the
important woolen industry in England.

The cooling phase caused particular hardship for societies in areas that
shared some of the same qualities: either a northern location or a high
elevation. In Norway, the LIA contributed to the abandonment of many
farms. Some 40 percent of all farms were abandoned after the onset of the
LIA. Farmers could no longer reliably grow grain above about 1,000 feet,
and this made dependent communities so vulnerable that many residents
left for opportunities elsewhere.15 The pattern of deserting villages
extended to other regions such as Britain and German lands. Thousands of
villages in England were abandoned. A few today, such as the deserted
village of Wharram Percy in North Yorkshire, have become tourist
attractions. Germany, too, had its abandoned villages, called Wüstungen.

Cooling, however, was not the only factor leading to the abandonment of
villages: European population fell sharply from the black death or the
bubonic plague between 1347 and 1353. Carried west from Asia, the plague
followed trade routes to the West. It reached Constantinople and Alexandria
by 1347. In Alexandria in Egypt, the plague killed up to 1,000 people per
day. In the fall of 1347 the plague arrived at Sicily, and by 1348 had
reached northern Italy, where the mortality was devastating. “And I, Agnolo
di Tura ... ,” a resident of Sienna wrote, “buried my five children with my
own hands ... so many died that all believed it was the end of the world.”16

At Avignon in southern France, Pope Clement VI sat between two fires to
seek to avert the contagion. In Paris, 800 people died per day in late 1348.



In all at least one-third of Europe’s population died, though some estimates
point to a much higher death toll of as high as 60 percent.

Beyond regions where the LIA severely hampered farming, it is difficult
to separate the effects of cooling and of population loss on abandoned
villages. The pattern of abandonment likely began in some regions in the
early fourteenth century before the black death, though there is debate about
the exact timing of abandonment. Desertions in some regions, such as
Denmark, also took place after the plague, peaking in the early fifteenth
century.17 Even if the LIA did not always cause abandonment of villages, it
gave rural residents reason not to return to a landscape that had previously
been farmed. In regions afflicted by plague, cold summers prevented or
slowed recovery. It made sense not to move back to villages like Wharram
Percy, especially if other land was available.

Near mountains, cooling posed a more direct threat to nearby farms and
villages. Expanding glaciers moved downslope toward high Alpine villages.
Long before tourism and the winter and summer sports industries, Alpine
communities were poor and isolated. Lack of access to sources of iodine led
to high rates of disability. The advance of glaciers during the LIA in some
cases choked off valley floors, creating ice dams, and when ice dams broke,
flooding ensued. In the Saas Valley in the Valais in southern Switzerland,
for example, the Allalin Glacier created just such an ice dam in 1589. In
1633, a flood that resulted when the lake burst through the dam, caused
disaster for the valley’s inhabitants: “half the fields were buried in debris
and half the inhabitants were forced to emigrate and find their miserable
bread in some other place.”18

Temperatures fluctuated within the LIA. A particularly cold period, for
example, struck Europe during the 1430s. Contemporary authors described
damage to grain, vineyards, herbs, and livestock. Food production fell, and
food prices rose.19

The Little Ice Age and East Asia



In contrast to the cold temperatures that dominated northern latitudes, shifts
between droughts and periods of abundant precipitation, or pluvials, drove
climate change and social responses in Asia. A switch from persistent La
Niña conditions to a climate pattern resembling El Niño accompanied the
transition from the MCA to the LIA in Asia. During this time the ITCZ
shifted several hundred miles to the south, resulting in a weaker summer
monsoon in Southeast Asia. Other internal climate dynamics, such as the
NAO and the PDO likely modulated the ENSO cycles in the early LIA. For
example, there was severe and prolonged drought in the middle of the
thirteenth century. The monsoon weakened in the fourteenth century, and
the region suffered from severe drought in the early fifteenth century.

The weaker monsoon was especially damaging for the Khmer state in
Cambodia, which depended on an elaborate system of supplying water and
food to the sprawling city of Angkor. A vast irrigation system included
hundreds of ponds and carried water through canals to reservoirs. There
was no compact urban core, and the pattern of settlement resembled that
found in the city-states of the classic Mayan era. Rice fields cleared from
forest provided support for the population. The very scale of exploitation
led to deforestation and erosion.20

The climate shifts posed a major threat to the entire water infrastructure
at Angkor. Sharp fluctuations in precipitation both reduced the supply of
water for farming and damaged the vast and critical irrigation and water-
supply system. The combination of drought and short intense monsoon
rains produced heavy deposits of sediment, thereby blocking canals before
heavy rains taxed the limits of the system.21 Evidence that the Khmer tried
to rebuild canals shows an effort to respond that may not have ultimately
worked.

In sum, these climate disruptions weakened the economic underpinnings
of Angkor Wat just as the Khmer empire faced external challenges,
including conflict with the Kingdom of Siam of the Thai. Mongol conquests
of Yunan in southern China propelled Thai migrations south. Thai from the
Kingdom of Ayutthaya in what is now southern Thailand began to push into
the Khmer empire. Thai forces occupied the Khmer capital of Angkor



several times, before sacking the city in 1444. Conflict with Thai forces
then clearly damaged the Khmer empire, and though climate fluctuations
were not the only cause of Khmer decline, these climate shifts interacted
with other threats to weaken the power of the Khmer state.

In East Asia, the weakening of the monsoon also affected China and the
Yuan dynasty ruled by the Mongols. Toghon Temur who ruled the Yuan
dynasty 1333–1368 saw China face repeated crises: alternately severe
droughts and major floods. Floods in the 1340s caused many deaths.
Epidemics and famine struck China. These crises thwarted Yuan efforts at
relief even as they created ideal conditions for banditry and for rebellion.
Indeed, Zhu Yuanzhang, the founder of the Ming dynasty, which followed
the Yuan dynasty, waged his early campaigns during years of severe
drought in the late Yuan dynasty.

Other societies in Indo-China suffered major setbacks during the same
period. Along with Mongol invasions, the state at Pagan in what is now
Myanmar, or Burma, faced repeated rebellions and invasions in the
thirteenth and fourteenth centuries.22 Dai Viet, centered in the north of what
is now Vietnam, experienced uprisings by peasants in the 1340s along with
invasions. As in the previous period of state expansion, retreat and decline
stemmed from several factors. Success itself created new problems when
expansion placed stress on resources and the local environment. In Dai Viet,
for example, land shortages helped prompt uprisings. At the same time,
these societies faced external military threats, in particular from Thai
migration. The climate shift combined with these other factors to accentuate
and intensify the crisis facing southeast Asian states. Rainfall did not shrink
all at once, but droughts became more frequent with markedly low rainfall
between 1340 and 1380.23 Much of the fifteenth century was also
comparatively dry, and shorter duration, intense monsoons also reduced the
amount of water that could be easily stored and used.

Little Ice Age in the Tropics



As the examples from Southeast Asia suggest, variations in precipitation
characterized the LIA. A general cooling is evident in most of the tropics in
the seventeenth century, but precipitation patterns are more variable.
Evidence from lake cores from East Africa suggests complex effects.
Sediment from Lake Edward indicates a pattern of droughts between 1450
and 1750, but records from Lake Naivasha point to a wet period.24

Sediments from Lake Kitagata and from Lake Kibengo in Uganda show
droughts lasting a century at 1100, 1550, and 1750. This pattern indicates a
combination of drought in western East Africa but moisture further east.25

On Mount Kilimanjaro, the small Furtwängler Glacier may have formed
during the LIA.26

These fluctuations in climate may have influenced societies in Africa. In
western Uganda, for example, population increased after 1000 CE.
Settlements surrounded by large earthworks grew in the fifteenth and
sixteenth centuries. A period of higher rainfall aided such concentration.
The inhabitants appear to have practiced agriculture as well as some
pastoralism. Settlement became more dispersed around 1700 with the
abandonment of earthworks. During this phase of the LIA, higher
elevations became drier. This shift could have contributed to increasing
pastoralism, and to greater social differences.27

Climate fluctuations had the potential to move the boundary of the Sahel
again. During moister periods, the zone in which millet was cultivated
shifted north, but fell back south in drier times. Between 300 and 1000 CE,
the zones moved north before falling back. In West Africa in the southern
Lake Chad Basin, drought may have contributed to a shift in the fifteenth
century in the political center of the Kanuri state toward Bornu.28 Shifts in
rainfall would also have likely affected relations between peoples of the
savanna, or Sahel, and the Sahara.

In one model, increased precipitation would have enabled farmers to
shift further north. Such conditions would also have led to a more northern
boundary for the tsetse fly, thus limiting the activities of mounted warriors.
During drier periods, in contrast, states of the Sahel such as Mali would
have been able to push further south.29 In principle, this model is logical,



but it requires firm data about historical precipitation patterns. Another
interpretation points to a general drying trend in which closer contacts
between the savanna and the Sahara eased communication and commerce,
including the slave trade.

Climate fluctuations during the LIA and the MCA may also have
benefited and challenged states in southern Africa. The state of
Mapungubwe (900–1300 CE) provides a key example. Located near the
meeting point of the Shashi and Limpopo Rivers where modern-day South
Africa Botswana and Zimbabwe meet, the Kingdom of Mapungubwe
emerged in the tenth century CE. Explanations for state expansion focus on
economic factors, cattle raising and trade, and on climate. Generally
increased precipitation of the MCA contributed to the growth of the
Mapungubwe state. The population of the capital of Mapungubwe rose to
some 9,000.30

In the very early fourteenth century CE, the population of Mapungubwe
abandoned their city, but complex society in the region endured with the
rise of the Great Zimbabwe state to the north. Severe drought associated
with the onset of the LIA appears to have contributed to the demise of
Mapungubwe. Changes in trade along with climate may have weakened the
Mapungubwe state. There is dispute over the onset of the LIA in southern
Africa, but climate proxy data obtained from baobab trees show an early
fourteenth-century drought. Such drought may have undermined the
legitimacy of rulers who held rain-making ceremonies.31

Seventeenth-century crisis

The overall colder conditions during the LIA (1400–1850) were most
pronounced during the seventeenth century. The cooling and climate
variability of the LIA in the late sixteenth and seventeenth centuries came at
a time of widespread upheavals and crises in many areas. Thomas Hobbes,
the English political philosopher who decried rebellion and the collapse of
authority, gave expression to pessimism in his book Leviathan, published in



1651: “there is no place for industry, because the fruit thereof is uncertain:
and consequently no culture of the earth; no navigation, nor use of the
commodities that may be imported by sea; no commodious building; no
instruments of moving and removing such things as require much force; no
knowledge of the face of the earth; no account of time; no arts; no letters;
no society; and which is worst of all, continual fear, and danger of violent
death; and the life of man, solitary, poor, nasty, brutish, and short.”32

Hobbes was most interested in upholding a powerful sovereign authority,
but his language suggested a far-reaching, broad crisis that extended beyond
politics.

Later historians applied the notion of a general seventeenth-century
crisis to European history. Numerous wars and rebellions took place during
the seventeenth century. Between 1618 and 1648, the Thirty Years’ War
ravaged German lands and adjacent regions. England experienced
protracted tension between the king and some of his subjects that escalated
to civil war and revolution in 1642, and in 1649, the Parliament had King
Charles I executed. Another revolution, the Glorious Revolution, unseated
King James II in 1689. In France, an aristocratic rebellion called the Fronde
broke out between 1648 and 1653 during the very early years of the reign of
Louis XIV. In the low countries, the Dutch rebelled against the Habsburg
dynasty, which also faced rebellions elsewhere in Iberia and Italy.

Standard historical narratives described and explained the crisis without
focusing in particular on climate, and indeed there were obvious political
and religious causes for conflict. Centralizing monarchs had already begun
their attempts to curtail the power of feudal lords well before the
seventeenth century. In the case of Europe, the Protestant Reformation and
the ensuing Catholic or Counter Reformation introduced a new cause of
division. Many of the wars that afflicted seventeenth-century Europe were
at least in large part religious wars such as the Thirty Years’ War, which
began after Protestants in Prague in Bohemia threw the pope’s emissaries
out of a window in the Defenestration of Prague. Catholic armies gathered
by the Holy Roman Empire suppressed Protestant revolts, but then
confronted intervention in support of Protestants by Denmark in 1625 and,



more successfully, by Sweden in 1630. Dynastic rivalries also contributed
to war as the intervention of France and its Catholic monarchy against the
Catholic Habsburg family in the long final phase of the Thirty Years’ War.

At the same time, the renewed shift toward cold weather placed societies
under multiple forms of stress. Climate change during this phase of the LIA
contributed significantly to the risk of famine. The LIA was not a period of
uniformly cooling temperatures, and the shift to a relatively warm period in
Europe between 1500 and 1550 helped boost population. A renewed
cooling phase from the late sixteenth into the seventeenth century then
raised the risk of famine. It was not just cooling but also greater variability
that damaged crops. Less reliable weather associated with the LIA was
especially dangerous after prior population growth.

An upsurge in famines and epidemics took place in Europe between
1550 and 1700. In France, the cold humid period that stretched from the
summer of 1692 through early 1694 gave rise directly to famine.33 Some 10
percent of the population of northern France died in the famine of 1693–94,
and the rate of death was even higher in the Auvergne region in the interior
of the south. Failed harvests brought famine in the 1690s as well in
Scotland. The population fell by some 15 percent from a combination of
death and emigration. The tacksmen with the excise (tacksmen managed
estates and collected rents) wrote, “Many poor people were dying for want,
and that the ground was manured in several places, and no Seed in the
Countrey for sowing the same, which are two pregnant marks of Famine.”
The privy council in 1698 described dire conditions: “not only a Scarcity,
but a perfeit famine, which is more sensible than ever was known in this
nation.”34

Epidemic disease struck frequently during the LIA. There were
outbreaks of the plague in Italy and France in 1629–30, in southern Italy in
the Kingdom of Naples from 1656–58, and in England in 1665. Samuel
Pepys memorably described the outbreak of plague in London in his diary.
At the end of August 1665, he wrote, “Thus this month ends, with great
sadness upon the public through the greatness of the plague, everywhere
through the Kingdom almost. Every day sadder and sadder news of its



increase. In the City died this week 7496; and all of them, 6102 of the
plague. But it is feared that the true number of the dead this week is near
10000—partly from the poor that cannot be taken notice of through the
greatness of the number, and partly from the Quakers and others that will
not have any bell ring for them.”35 The frequency of outbreaks diminished
in most of Europe in the eighteenth century, though the plague did not
disappear altogether until the early nineteenth century.

As the plague grew more rare, other epidemic diseases caused greater
fear, in particular small pox. In the eighteenth century, the annual death toll
in Europe from smallpox reached into the hundreds of thousands. It killed
one of ten children in Sweden and even more in Russia.36 In the Americas
and in distant regions of northern Eurasia, outbreaks of smallpox brought
even higher mortality for native populations who came into direct or
indirect contact with Europeans. Thus a smallpox epidemic in the Americas
between 1775 and 1782 afflicted settlers, troops in the Revolutionary War,
and Indian populations, some of whom lived far from the war zone.

The interaction between the epidemics, including the plague, and the
LIA was indirect. Cooling in general and bad weather in particular did not
directly cause plague epidemics. A cold spell could potentially have
reduced the breeding of fleas that carried the plague. However, famine
contributed to epidemics in other ways. First, malnourished people were in
general more likely to die from disease. Second, poor harvests forced
peasants off the land in search of food in towns, and crowding contributed
to the more rapid spread of disease. For example, famine in Cumberland
and Westmoreland in northwestern England in 1597 was followed by
plague in 1598 and 1599.37

The overall effects of ill-health and poor nutrition can be seen in a
decline in average height. The study of skeletons from northern Europe
indicates a striking loss in average stature of some 2.5 inches between the
High Middle Ages and 1700. The height of any individual depends on many
factors, including genetics and nutrition, but shifts in average height across
population serve as a proxy or measure of general health. Along with



disease and climate change, other factors, such as the growth of towns,
could also have affected average height.38

The crisis was also demographic. Harvest failure, disease, and war
heightened insecurity and disrupted harvests. In Europe, population fell in
most regions except England and the Dutch Republic. Population dropped
in Central Europe, and the population of Castile in Spain fell sharply during
the middle of the seventeenth century.

Human responses interacted with climate change to affect the chances of
famine. In the face of a broad common challenge, outcomes varied
depending in part on comparative wealth, administrative effectiveness, and
transportation. France, for example, fared worse than England from similar
climate conditions, partly because of difficulties transporting supplies to the
interior of France and partly because poor relief in England may have been
more effective at directing food to the needy. War also aggravated the
effects of dearth. In France, for example, troops requisitioned grain during
the Nine Years’ War of 1688–97 at a time of famine. Military purchases of
grain exacerbated the crisis by raising the price. Government responses also
influenced the level of catastrophe within Britain. In Scotland, the Privy
Council, the council that advised the king, struggled to provide adequate
relief.39

Famine in Scotland had major effects on the future history of Ireland
because the harvest failures and food shortages helped boost Scottish
emigration to Northern Ireland. As many as 50,000 traveled west across the
Irish Sea to Ulster and the numbers peaked in the 1690s: one pamphlet from
1697 indicated that 20,000 had left for Ireland since 1695.40 In particularly
hard-hit areas of Scotland, as much as 15 percent or more of the population
left for Ireland. Some may have re-immigrated, but the surge of
immigration more firmly anchored the Scottish, or as they would become
known, the Scotch Irish, in Northern Ireland. The famine, therefore,
encouraged one of the major pulses of migration that would for centuries
thereafter make Northern Ireland a Protestant majority region within an
island with an overall Catholic majority.



The damage inflicted by famine in Scotland and the country’s struggles
to recover also influenced the creation of the United Kingdom. England and
Scotland were separate countries that shared a common monarch when
King James VI of Scotland became King James I of England in 1603 after
the death of Queen Elizabeth I in 1603. In 1707, the countries united. There
were multiple causes for the union of England and Scotland. Along with an
English desire for greater control over Scotland and for more manpower at
a time of frequent war, the aftereffects of famine also gave the Scots an
additional reason to agree to union.

Amid the seventeenth-century crisis, some regions and countries actually
prospered. The Netherlands, for example, may have reached its height of
power and influence during this period.41 In the 1560s Dutch rebels against
Spanish power were able to take advantage of colder weather to defend
their nascent republic. In the seventeenth century, the Dutch Republic
showed resiliency to the same climate fluctuations that damaged many
other states.

Applied originally to early modern Europe, the idea of a seventeenth-
century crisis can be extended to cover a broader array of societies across
much of the world in the northern hemisphere. Revolts and rebellions struck
not just European states but also China and Japan as well as India.
Persistent warfare extended beyond Europe to China. Heightened mortality
was also widespread, with population losses in China.

Any individual rebellion, civil war, uprising, famine, or other political or
social upheaval stemmed from many causes, but the idea of a general crisis
that affected numerous far-flung regions points to a deeper problem, and
climate change helps explain that pattern. The fluctuations and cooling of
the seventeenth century created an added burden for many societies that
intersected with other conflicts and tensions. In southeastern Europe and
western Asia, for example, the Ottoman Empire faced major disruption
after a long period of expansion. The end of the MCA by itself did not
undermine the Ottoman realm. On the whole, the Ottoman Empire thrived
during the early modern era. The Ottoman Turks won notable victories in
the Balkan Peninsula in the fourteenth century, taking the city of



Adrianople/Edirne and Bulgaria. Ottoman forces fought Serbs at the Battle
of Kosovo in 1389. The Ottomans controlled far more territory than the
embattled remnant of the Byzantine Empire, and in 1453, Sultan Mehmed II
besieged and captured Constantinople. After this victory, the Ottomans
continued to build their empire, though they never managed to capture
Vienna, the stronghold of the Habsburg dynasty in Austria. The expanding
empire experienced strong population growth. This was not simply a
product of conquest. Between the late fifteenth and the late sixteenth
century, the Empire’s overall population grew. The Ottoman authorities
developed an effective system for provisioning the Ottoman lands.

The Ottoman realm had proven to be resilient, but fluctuations in climate
and cold spells during the late sixteenth and the seventeenth century posed a
major challenge to the Ottoman state. After experiencing strong population
growth, the Empire suffered from a deteriorating climate. The LIA in the
Mediterranean region gave rise to more frequent and more severe
droughts.42 The period from the late sixteenth through the first half of the
seventeenth century marked the driest era in the last 500 years.43 Drought
destroyed crops, and the cold winters killed off much of the livestock. Much
as in Central Europe, wine production fell in the late sixteenth century in
Ottoman Bosnia where farmers shifted to growing plums for brandy.44

Multiple problems, including the dry and cold climate, interacted with
each other to create crisis in the Ottoman Empire during the late sixteenth
century. Droughts and harsh winters in the 1590s led to famine. Meanwhile,
the Empire’s efforts to collect revenue to fight wars with the Habsburgs
made the shortages even worse. Soldiers in the Ottoman army in Europe
endured misery, and conditions also deteriorated in the Ottoman lands in
western Asia. Ambassador Vernier described the dire conditions in
Constantinople in February 1595. Food was short—a “scarcity born of the
evils of the weather.”45 Cold weather took a heavy toll on livestock, and
depleted animals fell in large numbers to disease. People began to leave the
countryside, from areas including western Anatolia, in search of food.46

Crowding in towns, in turn, helped spread epidemics.



The crisis contributed to fostering uprisings, including the Celali
Rebellion, which took its name from a small uprising of the sixteenth
century led by Sheikh Celal. In 1596, the requisition of sheep helped
prompt rebellion. Banditry increased, and by 1598 the entire district of
Larende in south central Anatolia had fallen into the hands of bandits or
rebels, including madrassa students, or sohtas. The Celali rebels defeated
Ottoman forces and plundered much of Anatolia until their final defeat in
1609.

The Empire survived only after suffering population loss and uprisings.
Population fell in many areas of Anatolia by the 1640s, and a renewed
period marked by cold weather and drought in the late seventeenth and the
early eighteenth century slowed a rebound. It would not be until 1850 that
the Ottoman Empire reached the population levels from around 1590.47

Once again, the disruption in climate intensified hardships caused by
ambitious military campaigns. Ottoman forces advancing on Vienna in
1683 experienced cold and rainy conditions before suffering defeat.
Swelling streams and rivers swept away bridges, mud made roads almost
impassable, and the carts in the Ottoman army’s wagon train frequently
broke down. The Ottoman cavalry also had to wait until grass was available
for foraging, so the entire campaign slowed. The Ottoman force finally
began its siege of Vienna in July, but a relief force broke the siege in
September. This would be the last time that the Ottoman Empire tried to
take Vienna.

In India, the Mughal dynasty gained and consolidated power in the
sixteenth century and ruled over a large state until collapsing in the early
eighteenth century. During the seventeenth century, Mughal India suffered
from several severe droughts. The Mughal sultan Shah Jahan responded to
the drought of 1630–32 by providing relief both with food and money.48

Shah Jahan’s successor, Aurangzeb, engaged in long, exhausting campaigns
in southern India, and the Mughal state fragmented soon after his death in
1707. Indeed, the cost of seeking to expand and the difficulty in holding
together an extremely diverse empire likely contributed more than climate
to the erosion of Mughal power.



Seventeenth-century crisis in China

The crisis of the seventeenth century affected empires in both west and east
Asia. In China, the fall of the Ming dynasty was one of the pivotal events of
the seventeenth-century crisis. After overthrowing and replacing the Yuan
dynasty of the Mongols, the Ming dynasty experienced a long period of
economic and demographic growth. Between 1393, the date of a census,
and 1600, China’s population grew from some 60 to 85 million people to
somewhere between 150 and 200 million. Trade within the Empire grew,
spurred by the renovation and restoration in the early fifteenth century of
the Grand Canal that linked the Yangtze and Yellow Rivers. With this
project the Yongle emperor aimed to improve the supply of grain to Beijing.
Agricultural output also increased during the Ming dynasty, and large
numbers of settlers moved into southern China. Externally, the Ming
dynasty saw the greatest period of overseas activity in Chinese history,
culminating in the voyages of Admiral Zheng He, who traveled throughout
the Indian Ocean and Southeast Asia between 1405 and 1433.

Despite expansion and population growth, the Ming dynasty collapsed
during the crisis of the seventeenth century. Standard historical narratives
ascribe Ming decline to a combination of external attacks and internal
conflicts. In the late sixteenth century the Ming dynasty campaigned against
the Hmong in the south and dispatched soldiers to Korea to assist in
fighting the Japanese invasion by Hideyoshi just before the Ming dynasty
faced a new powerful threat from the Manchu. The Manchus, or Jurchens,
lived to the northeast of China. Much like the Mongols, they prized horse
riding and archery, though many Manchus practiced agriculture. In the early
seventeenth century, the Jurchens, or Manchus, gained greater military
power under a Jurchen chieftain named Nurhaci. He unified the Manchu
tribes by creating a banner system of military units and campaigned south
of the Great Wall. As the Manchu pushed down from the north, rebellions
hollowed out Ming power within China. One of the rebels, a soldier named
Li Zicheng campaigned in the early 1640s in areas of China suffering from



drought and famine. His forces moved into regions where a large part of the
population had died. He struck toward Beijing where the last Ming emperor
committed suicide in 1644. As varied rebels fought for power, Manchus
gained the support of a Ming commander, moved south, and claimed the
Mandate of Heaven as the rulers of the new Qing dynasty, which survived
until 1912 as the last dynasty in Chinese history. Qing forces fought
rebellions by Ming holdouts, winning final victory in 1681.

Beset by external and internal foes, the Ming dynasty also suffered from
climate fluctuations. By the late sixteenth century, aridity and the expansion
of deserts undermined a system of military farms vital for supplying
military forces along the northern frontiers. Cooling and aridity reduced the
overall food production in the late Ming era, and droughts in the
seventeenth century contributed to rebellions.49 Drought between 1614 and
1619 was so severe that the History of the Ming, an official history from the
eighteenth century, described the land as burned. During the drought of
1640, desperate peasants from Shandong province were reduced to eating
bark. People even ate corpses. In 1641, the Grand Canal dried up in
Shandong. Cold also struck much of China, including provinces in the
south. Describing the misery in Henan, an official wrote, “The people all
have yellow jays and swollen cheeks; their eyes are the color of pigs’
gall.”50 Desperate people flocked to cities in search of food, and there were
reports of cannibalism. An account from Shanghai described the disaster:

Massive Drought
Locusts.
The price of Millet soared.
The corpses of the starved lay in the streets.
Grain reached three-tenths to four-tenths of an ounce of silver per
peck.51

This drought in the final years of the Ming dynasty may, according to tree-
ring data, have been the most severe in five centuries in eastern China and



possibly since 500 CE. The frequency of drought in northern China was up
to 76 percent higher during the late Ming compared to its earlier years.52

Yields of key staple crops fell and prices rose.
If drought and cooling by themselves did not determine Ming collapse,

they imperiled the ruling dynasty in several ways. The climate fluctuations
weakened military garrisons. The cool weather and droughts undermined
the system whereby military garrisons along the northern frontier grew their
own provisions. Ming authorities in the late sixteenth and early seventeenth
centuries responded by increasing spending on the northern garrisons,
which in turn depleted the empire’s overall finances. Aridity undermined
agricultural production, leading to famine. The outflow of desperate
peasants from farmland in turn provided a pool of recruits for the numerous
rebel movements.53

North American colonization in the Little Ice Age

In North America, European settlers faced the challenges of an
unaccustomed and often severe climate. After the conquest of Mexico,
Spanish adventurers and in some cases missionaries ventured north but
found the conditions extreme as did competitors from other European
countries.54 They complained, not only of cold and snow but also of
drought. The cold of the LIA also affected native societies. Indeed, one
interpretation of Iroquois migration west suggests that cold weather pushed
the Iroquois to find new homes further south.

In eastern North America, English settlers experienced unaccustomed
extremes.55 Indeed, English writers voiced fears of the possible negative
effects of an unfamiliar climate on the identity and character of English
settlers. They soon discovered that even southern North America was colder
than they expected. Further north, the length and severity of winter cold
surprised French explorers such as Samuel Champlain, and English
colonists had similar experiences in Newfoundland. However, colonization



continued, and promoters and advocates of European settlement shifted to
stress the capacity to adapt to North America.

In some cases colonization failed altogether. Before Plymouth and
Jamestown, an English expedition established a colony at Roanoke in what
is now North Carolina in 1585, and a new group of settlers arrived in 1587.
War prevented the resupply of the colony, and when an English ship finally
returned in 1590 all the colonists had vanished. The exact cause for the
demise of Roanoke was never determined: the colonists may have fallen ill
or been taken in war with local Indians, though no direct sign of violence
was visible. The last group of colonists arrived during a severe drought in
1587–88, which may have contributed to the failure of the colony.56 In
1607, an attempt to establish a colony at Popham Maine, the Sagadahoc
colony, failed.

In New England, the Pilgrims encountered severe cold. They were
unprepared for the first winter. As the journal of a plantation recounted
from December 1620, “considering the weakness of our people, many of
them growing ill with colds, for our former discoveries in frost and storms,
and the wading at Cape Cod had brought much weakness amongst us,
which increased so every day more and more, and after was the cause of
many of their deaths.”57 The harsh winter was not the Pilgrims’ only source
of woe: they had arrived too late to plant crops. Only about half of those
who had landed at Provincetown survived the first winter. Under any
circumstances, the Pilgrims would have faced major challenges, but the
climate of the LIA intensified the harsh and long winters.

Long after they had firmly established their presence in the New World,
cold spells during the LIA created hardships for English settlers. After
decades of life in New England, settlers in the late seventeenth century
sensed that their climate had grown colder. In a 1699 almanac it was
remarked, “The seasons not as they used to be; the Summers turned into
Winters; and the Winters embittered with Hardships, which in the memory
of many have not been known.”58

The settlers had already gained firm military control over southern New
England, during King Philip’s War of 1675–76, but heavy snows increased



Indian military power in more northern areas. In the 1690s, Abenaki bands
took advantage of heavy snows to raid English settlements. On winter
hunts, the Abenaki traveled across the deep snowpack in the interior by
snowshoe. They killed moose, ate the meat, and used virtually the entire
animal. During exceptionally cold winters of the 1690s and early 1700s,
they extended these winter hunts.59

Long-distance raids caused consternation and fear among English
settlers. A raiding party of French and Abenaki, for example, traveled more
than 300 miles to attack Salmon Falls along the modern border between
Maine and New Hampshire. Unable to move through deep snow, the
English could not even attempt pursuit. As Cotton Mather, a prominent
Puritan minister and author, recounted, “Through the disadvantages of their
feet by the snow, they could not make no hand on it.”60 In January of 1692,
Abenaki raiders attacked York, Maine, killing some 50 colonists and taking
another 100 captive. They struck even farther south, attacking Haverhill on
the Merrimack River in Massachusetts in March 1697 and Andover in early
March 1698.

In one of the most ambitious and, from the English perspective,
devastating raids, a party of French and Indians raided Deerfield in northern
Massachusetts in the Connecticut River Valley in February 1704. The high
snows made it possible for the attackers to climb over Deerfield’s defensive
wall. Inside Deerfield, they killed some 50 settlers and took some 112
captive, including the Puritan minister John Williams, his wife Eunice, and
five of their children. Two other children were killed during the attack on
Deerfield, and Eunice was killed during the march to Canada. John
Williams, on reaching Montreal, was ransomed or redeemed, and four of his
children were eventually returned, but his youngest daughter, also named
Eunice, stunned the Williams family by staying with an Indian family and
marrying an Indian. When John Williams later visited her, she showed no
interest whatsoever in returning to her family or to English settler society.61

Attacks on farms and barns after poor harvests threatened the English
settlers’ food supply during the coldest time of year. Increase Mather, a
leading minister, wrote of the lack of food and fear of famine. “The



calamity of war still continues. In N. E. great fears ... Tis such a time of
scarcity as the like never was these 50 years.”62

Confounded by the Abenaki raids, the English settlers made military
gains by adopting the snowshoe. New laws required that soldiers keep
snowshoes. English soldiers could now campaign deep into Indian hunting
grounds. The Abenaki could no longer winter in any close proximity to
English settlements.63 Winter no longer provided the Abenaki with the
same advantage.

Cultural and social effects

The experience of living through a period of fluctuating climate, cooling,
and famine influenced culture and society. The cultural and social responses
to the LIA have been best documented for the cases of Europe and
European settler societies. Powerful cultural images and preferences make
sense if we recall the different climate of the LIA when Europeans lived
with more snow and ice. Speed skating for example, is one of the top
national sports in the Netherlands. At the Sochi Winter Olympics in 2014,
the Dutch collected 23 medals in long track speed skating. The country has
numerous professional speed skating clubs and long track speed skating
rinks. This prowess at speed skating is obviously modern but draws on an
older tradition, a fascination with skating dating back to the LIA.

Why would skating take root in a country that today does not have much
naturally occurring ice? The myriad of works by Dutch master- and lesser-
known painters give us a strong visual glimpse into life in the Low
Countries in the early modern era. The subject matter is varied. We see
rustic windmills and peasants, proud burghers (the members of the affluent
urban middle class), scenes of domestic life of both men and women, still
lives attesting to abundance, and tales from the Bible, among many other
subjects. The artistic output also reveals scenes of ice, of people walking
over and skating on the ice. Such images do not in themselves provide the
key evidence for tracking the LIA in early modern Europe, because artistic



choices can reflect market preferences, but they still help us imagine life in
a colder climate.64 We also know that periods of icing over have grown
rare. Every year Dutch skating fans hope for a run of the Elfstedentocht, or
eleven-stage race, a 120-mile speed skating race along the province of
Friesland. The race was first held in 1909, but it can only occur when the
ice is thick enough. In all, it has been held fifteen times, but the last race
was held in 1997, and the race has taken place only three times since 1963.
(It took place in both 1985 and 1986). A cold winter in 2012 raised hopes
for a running, but conditions did not hold for long enough.

FIGURE 5.2 Hendrick Avercamp (1585–1634), Winter landscape with ice skaters.
Source: Purchased by the Rijksmuseum Amsterdam with support of the Vereniging Rembrandt,
https://www.rijksmuseum.nl/nl/collectie/SK-A-1718.

Ice also provided the setting for urban fairs. In London a frost fair was
held on occasion on the frozen Thames. The Thames froze at least twenty-
three times between 1309 and 1814, and at least five frost fairs were held—
the last in 1814. The frost fair provided an opportunity to carry on trade at
times when ice blocked navigation on the river. Along with the sale of food
and drink, the frost fair gave rise to stunts, such as the marching of an
elephant across the river. There were other causes for the freezing of the

https://www.rijksmuseum.nl/nl/collectie/SK-A-1718


Thames, including the structure of Old London Bridge, which slowed the
flow of water, but the frost fairs evoke the colder climate of the LIA.

Climate fluctuations did not simply create different living conditions but
also had more complex cultural effects. Some saw failed harvests as
punishment for sin. All manner of unusual occurrences—the northern
lights, heavy snows, and natural disasters—could be interpreted as signs of
such punishment.65 The LIA amplified the magnitude of some of these
phenomena. If confounding or disastrous events could be attributed to sin, it
made sense to look for sinners. Sin could be general and widespread, the
cause for a heavy penalty on all, but it could also assigned to particular
groups, especially to those already held in mistrust, scorn, or fear.

It can, however, be difficult to identify a direct connection between
climate shock and scapegoating. In much of Europe, Jews were the chief
religious outsiders, but European anti-Semitism or hostility toward Jews
predated the LIA. Enthusiasm for the First Crusade helped stir up popular
attacks on Jews as the local resident non-Christians in towns along the
Rhine River in 1096. The onset of the LIA came with a surge in anti-Jewish
policies and acts, including expulsion of Jews from England in 1290 and
from France in 1306. French monarchs periodically expelled and recalled
Jews until Charles VI expelled Jews in 1394.

In the early modern era, writers in German lands held Jews responsible
for a variety of ills. Thus, Martin Luther described Jews as “a heavy burden
like a plague, pestilence, and pure misfortune in our land.”66 But Jews by
this time were not usually accused of having caused bad weather.
Animosity built against Jews, however, as exploiters who took advantage of
others’ hardships. An illustration from 1629, entitled Der Wein Jud, or The
Wine Jew, for example, depicted a Jew who carries a flag marked
“monopoly” and rides behind a devil. Here there is a hint of blaming Jews
for a poor climate. Captions and images in the scene refer to bad weather as
in the Biblical passage, “I will command the clouds not to rain.”67

The search for scapegoats for bad weather led more directly to a striking
surge in accusations of witchcraft. For many Europeans, bad weather
signaled sorcery and witchcraft. Jordanes de Bergamo, master of theology



at Cortona in Italy, asserted, “by the power of words and signs the Strigae
(witches) can produce hail and rain and things of this kind.” A Papal Bull
by Pope Innocent VIII on the evils of witches served as the introduction to a
1486 handbook on witches entitled Malleus Maleficarum (For the hunt of
witches). Pope Innocent VIII stated, “It has indeed come to our ears ...
many persons of both sexes ... have blasted the produce of the earth, the
grapes of the vine, the fruits of the trees ... vineyards, orchards, meadows,
pasture-land, corn, wheat, and all other cereals.” Others shared the Pope’s
belief. King James VI of Scotland, for example, wrote in 1597 that witches
raised “storms and tempests.”68

Charges of witchcraft and punishments increased during the LIA and in
particular during the cold phase of the late sixteenth and seventeenth
centuries, with a major surge in the hunt for witches and trials of witches.
The lower temperatures match up statistically with the punishment of
witches. The pursuit of witches escalated in Central Europe in the 1560s.
No less than sixty-three women were burned as witches in Wiesensteig in
Baden Württemberg in Germany in 1563. Witches were also persecuted in
Scotland and England in the 1560s.69

The attacks on witches reached a new peak between 1580 and 1620.
Cold weather and crop failures produced famine. The cold wet springs and
stormy weather caused particular hardship in elevated or remote locations.
An epidemic of witch burning ensued. The numbers of witches burned at
the stake were extraordinary: more than 1,000 in the Vaudois region of the
Republic of Bern in Switzerland and more than 800 between 1580 and 1595
in the Duchy of Lorraine, with 2,700 executed by 1620. Trier burned
witches too: more than 350 between 1581 and 1595.70

The connection between bad weather associated with the LIA and witch
hunting was especially strong in the late 1620s in small German
principalities. A severe late frost struck in May 1626, and contemporaries
blamed witches, as an account from Franconia reported: “Everything froze,
[something] which had not happened as long as one could remember,
causing a big rise in prices ... As a result, pleading and begging began
among the rabble, [who] questioned why the authorities continued to



tolerate the witches and sorcerers destruction of the crops. Thus the prince-
bishop punished these crimes.”71 There were killing sprees in other German
states: in the territories of the Prince-Bishop of Bamberg 600 were burned.
As these examples indicate, the wave of witch killing was strongest in small
territories rather than in large states or larger towns and cities.72

Bad weather during the LIA also provided the setting for the most
famous outbreak of witch trials in New England in Salem, Massachusetts.
Fourteen women and five men were convicted and hung in 1692. Giles
Corey, aged seventy-one, was pressed with stones to try to force a plea and
died of the injuries. Others died in custody. Several others were tried in
1693. Analysis of these trials reveals many possible economic,
psychological, and other causes. The LIA did not all of a sudden make a
hunt for witches in Salem inevitable. However, the cold climate and
hardship combined with war to cause hardship on the eve of the outbreak of
persecution.73

Adaptation

Human societies affected by the LIA confronted real challenges and
hardships. For some on the margins of trade routes or cultivation, the
fluctuation in climate could force retreat or lead to even worse
consequences. The crisis was severe enough to topple elites in Ming China
and speed migration from affected areas such as Scotland. Climate change
combined with war to reduce population, at least temporarily, as well as
overall health. Where population had grown, such as in China, greater
climate extremes and variability placed large numbers of people at risk. At
the same time, human societies also made adaptations to shelter, clothing,
and their use of energy during this period. The LIA, in historical perspective
demonstrated both human vulnerability to climate fluctuations and also
resilience and adaptation.

As temperatures cooled, Europeans in at least some regions made
warmer clothes. In Iceland, for example, women changed the way they



produced woolen cloth. Icelandic women had woven wool throughout the
Middle Ages. The textiles served not only as a main export to Europe but
also as a form of currency within Iceland. As temperatures cooled during
the period between the sixteenth and eighteenth centuries, Icelandic women
spun plied homespun, better suited to the colder climate because adding
threads produced a denser and warmer fabric. Greenlanders had employed a
similar strategy as early as the fourteenth century, though historians have
asked why they did not shift to wearing furs like the Inuit, whose
communities survived the LIA on Greenland. In the case of Iceland, the
greater use of plied warp threads indicated much the same response to
climate fluctuations. An end to the use of textiles as currency combined
with cooling to provide a reason to make this change.74

Europeans also made numerous changes in building and construction to
create warmer homes. Some of these innovations were part of a broader
trend toward improvement, but they also provided greater comfort in the
colder climate of the era. Glass windows protected against drafts. Home
furnishings, such as featherbeds, became more common in the sixteenth
century.75

The cold weather encouraged Europeans to dress warmly. In general,
even among elites, fashion shifted toward heavier fabrics. They sought out
furs for coats and hats. Taste and fashion obviously influenced the choice of
clothing, but so too did the search for protection from the cold. The
historian Wolfgang Behringer gives insight into importance of warm
clothing for Hermann Weinsberg of the German city of Cologne. Weinsberg
had a special nightdress made for himself with a filling of fox fur.76

The hunt for furs, in turn, threatened the species most valued for making
warm clothing. Europeans had their own supplies of fur, but killed them off.
They extinguished the beaver population in many regions, and other sources
of fur, even rabbit, grew rare and expensive.77 Beavers were only
reintroduced in Scotland in a single forest in 2009–10, and beavers were
spotted in England in the wild for the first time in centuries in 2014. They
had become extinct in England in the sixteenth century.



The demand for fur in Europe encouraged imperial expansion and trade
for fur from more distant sources. Russian expansion east across Siberia in
the sixteenth and the seventeenth century opened up a vast trade in sable.
Siberia would yield other resources, gold and silver, but fur provided the
most immediate lucrative source of income. The conquest and colonization
and the fur trade went hand in hand. Petr Beketov, a Cossack officer,
reported in 1633 on his expedition, under the orders of the military
governor of Yeniseysk, up the vast Lena River in Eastern Siberia. After
more than two years, Beketov and his men “brought under your Sovereign
Tsarist mighty hand on the Lena River many Tungus and Iakut lands.”78

They collected tribute in furs and pelts and built a fort at Yakutsk, which
developed into the chief port on the Lena River. The sable trade grew
rapidly. The number of pelts sent west to European Russia reached 256,837
by 1698 and 489,900 by 1699.79 The trade remained lucrative for
generations. The naturalist Peter Simon Pallas described in 1779 how
“sables” “grow more common the more eastward you go; & at the same
time their furr is more valuable, the more to the north & east or in the
highest mountains they are bred.”80 Fashion tastes reinforced by the LIA
drove the market supplied in part by Russian expansion to the east.

Demand for fashionable protective clothing similarly provided an
incentive for commercial expansion to the west in North America. Traders
sought varied furs and pelts: fox, marten, mink, bear, even raccoon and
muskrat, but above all beaver pelts.81 Fashion and warmth combined to
create the demand for beaver. Beaver hats were ubiquitous, and a beaver
lining made a warm coat for the burghers and elites of Europe.

French, Dutch, and English traders traveled vast distances in pursuit of
the beaver trade. English traders traveled along the Connecticut and
Delaware Rivers, but soon exploited all readily available beaver in the
Connecticut River Valley. From Canada, English traders eventually also
went much farther north into Hudson Bay, where England and France
competed for power. Soon after arriving at Quebec in the early seventeenth
century, the French began to buy furs and pelts from the Huron, and the
trade soon brought tens of thousands of pelts a year from the interior to



French outposts. From Quebec City, the center of the French fur trade
shifted west to Montreal. French traders traveled along the St. Lawrence
and through the Great Lakes into the heart of North America.

The slaughter of beavers, in turn, affected the environment. The killing
off hundreds of thousands of beavers led to many wet areas drying up. In all
up to 50 million animals were killed. In principle, the near extinction of
beaver in many areas might have affected the flux of methane and CO2

from ponds enough to decrease CO2 concentrations in the atmosphere.82

The fur trade also reshaped Indian societies. Competition for pelts
encouraged conflict and war. Contact with Europeans increased over time,
providing access to all manner of wares, including weapons and alcohol.
These contacts also opened up paths for the exchange of disease and for the
spread of devastating epidemics into the interior of North America.

The LIA did not destroy major centers of civilization, but across the
Northern Hemisphere economic development and cultural change during
the LIA hastened improvements to home heating. Europeans of the early
modern era adopted the fireplace built into a sidewall. This provided many
benefits over the previous practice from the Middle Ages of letting smoke
from a fire escape through a hole in the roof. In a further improvement for
efficient heating, Europeans began to use closed stoves. Possession of a
heated and clean room also brought social and cultural changes, and not just
for elites. In Germany this new room, called a Stübe, became the center of
indoor peasant life during the cold times of the year.83

We rightly associate the industrial revolution with coal, but well before
the industrial revolution, heating brought a shift away from burning wood
in several regions. Fuel consumption and the desire to stay warm fed
demand for firewood. Firewood prices rose in Europe during the sixteenth
century, and theft of wood increased.84 Fuel prices for both wood and coal
continued to rise throughout Europe in the eighteenth century.85 Shortages
of timber and cold weather provided incentive to continue to improve
heating. In northern Europe, tiled stoves installed in the sixteenth and
seventeenth centuries used wood more efficiently and retained heat longer
than fireplaces.86 In the houses of the wealthy, designing wings of rooms



made it possible to close off areas of a building to reduce heating costs and
fuel consumption.

In England, intensifying demand for wood for heating, building, and for
nascent industry depleted the supply of timber. In 1783, for example, a
count of five woods in England showed a drop from 232,011 “timber trees”
in 1608 to 51,500.87 Trying to compensate for the shortages, England
imported wood from North America, but prices continued to rise.

In North America, colonists cut down trees in large numbers to build, to
clear land, and to warm themselves. In order to stay warm, colonists hewed
vast amounts of wood. As a visitor to a Virginia estate at Christmas 1686
observed, “It was very cold, yet no one ever thinks of going near the fire,
for they never put less than a cartload of wood in the fireplace & the whole
house is kept warm.”88 In 1770, a farmer named Landon Carter in
Virginia’s North Neck wondered where wood would come from in the
future: “I must wonder what succeeding years will do for firewood. We now
have full ¾ of the year in which we are obliged to keep constant fires; we
must fence our ground in with rails, build and repair our houses ... and
every cooking room must have its fire the year through.”89

Demand for wood and rising prices spurred a shift to greater exploitation
of other fuel sources, mainly coal. Coal had long been employed on a small
scale in England and had been mined on a larger scale in China for
centuries. Coal was already a major fuel source in parts of northern China
during the Song dynasty. In the capital, Kaifeng, coal was the main source
of fuel.90

However, the rate of expansion of coal extraction was unprecedented as
Britain shifted to coal as its chief fuel source even before the start of the
industrial revolution. Thus, total coal production in Britain rose from 0.2
million metric tons in 1550 to 9 million metric tons by 1800.91 As of 1550,
some 35,000 metric tons of coal were shipped from Newcastle to London,
but the total rose to 560,000 metric tons by 1700.

Abrupt climate change during the Little Ice Age



Several periods of abrupt climate change occurred within the long time span
of the LIA. Volcanic eruptions led to sharp episodes of cooling. Such
eruptions did not have the same consequences as the sequence of volcanic
eruptions that may have helped initiate the LIA in the first place, but
individual eruptions or short periods of volcanic activity might also explain
fluctuations within the LIA.92

The individual eruptions during the latter stages of the LIA led to
marked cooling for discrete periods. One such episode of abrupt change
stemmed from a volcanic eruption in Iceland. In June 1783, lava started to
erupt from the Laki fissure to the southwest of the Vatnajökull Glacier in
southern Iceland. The eruption continued until February 1784, releasing 120
Tg of sulfur dioxide into the atmosphere. Jon Steingrimsson, a pastor in a
nearby village, provided a vivid account of the Laki eruption. “It began,” he
wrote, “with the Earth heaving upwards, with a great screaming of noise
and winds from its depths, then splitting asunder, ripping and tearing as if a
crazed animal were tearing something apart.” The stench was
overpowering: “The foul smell of the air, bitter as seaweed and reeking of
rot for days on end, was such that many people, especially those with chest
ailments, could no more than half-fill their lungs of this air, particularly if
the sun was no longer in the sky; indeed, it was most astonishing that
anyone should live another week.”93 As the lava approached the village,
Steingrimsson remained resolute in his church: the lava stopped flowing
just before reaching the church. He became renowned for what was called
the “Fire Sermon.”

In Iceland, the Laki eruption killed up to 20 percent of the population.
Many people and animals died from fluorine poisoning. Three-quarters of
the sheep and half of the horses on the island died. The losses were so
devastating that the Kingdom of Denmark, which had gained rule over
Iceland, considered relocating the island’s entire population. The effects of
Laki were visible thousands of miles away. Benjamin Franklin wrote of “a
constant fog over all Europe, and a great part of North America.” A series
of cold winters followed with effects as far away as Brazil.94



In the early nineteenth century, the eruption of Tambora produced
another period of cooling. The Tambora volcano is located on the island of
Sumbawa in Indonesia to the east of Bali. It exploded on April 10, 1815.
The eruption continued until the mountain collapsed, losing some 1,400
meters of elevation. Thousands died immediately. Those who survived the
immediate blast then faced tsunamis, walls of water twelve-feet high,
pushed by the tremors of the eruption. The eruption and the tsunamis
destroyed crops, and tens of thousands of people died afterward from
famine.

Tambora affected climate far from the eruption site. In South Asia,
sulfate gases slowed arrival of the monsoon, causing drought and famine. In
North America, the aftermath of Tambora led to summer frosts in New
England, where people described a year without summer. The year without
summer stood out for the low temperatures of cold snaps. After a deep frost
in May, frost struck again in June and as much as a foot of snow fell. The
summer also brought drought. There was a cold spell in early July and a
frost in the middle of August. The miserable summer ended with yet
another frost in late September. Vermont farmers turned to eating nettles.
The failed harvests accelerated migration to the Midwest. More than 40,000
settlers left the east for Indiana.95

In Europe, crops failed as well. Stormy weather afflicted Ireland, for
example, in the summer of 1816.96 Repeated rain ruined waterlogged crops.
“There never was such distress and want of money known in any former
times,” wrote Daniel O’Connell, a prominent Irish nationalist political
leader.97 Heavy rains fell as well in England, France, and German lands.
Contemporaries noted frequent rain in Czechoslovakia, but the effects may
have been less severe than in other regions of Europe.98

The crop failures, rising prices, and hard times increased political
discontent. Britain had only just triumphed over Napoleon. Britain along
with its allies defeated the French emperor at Waterloo in 1815, but the
years after this victory brought political unrest. The cause was not simply
the climate shock, but the effects of Tambora intersected with ideological
reasons for resentments. Radicals in England demanded reform of



Parliament. In 1819, British cavalry charged on a crowd of 60,000 who had
gathered at St. Peter’s Field near Manchester to hear the Radical speaker
Henry Hunt. The troops killed eleven and injured many more in what was
soon dubbed “Peterloo” in angry reference to the great victory a few years
before at Waterloo.

The poor harvest caused by the climate shock of Tambora boosted
emigration to the Americas. In Ireland, crop failures led to a surge of
emigration to the United States.99 Displaced peasants begged for food. The
winter of 1816–17 was so severe that the weather impeded grain imports to
regions such as the Rhineland and Switzerland, already suffering from the
aftereffects of the previous cold rainy summer. People sought to leave: for
the Americas or even for Russia.100

The stormy weather made an impression on travelers, including some of
England’s leading romantics. Lord Byron, Percy Bysshe Shelley, and Mary
Wollstonecraft Shelley, visited Switzerland in the summer of 1816, and the
gloomy weather may have influenced Wollstonecraft’s classic Frankenstein.
The influence was even more direct in Byron’s poem “Darkness”:

The bright sun was extinguish’d, and the stars
Did wander darkling in the eternal space,
Rayless, and pathless, and the icy earth
Swung blind and blackening in the moonless air;
Morn came and went—and came, and brought no day.101

In China, Tambora may have weakened the Qing dynasty. This dynasty
founded by the Manchu had generally prospered during the eighteenth
century. The empire experienced strong population growth. In its external
relations, the empire stabilized its frontier with seminomadic peoples to the
west and north. The Qing dynasty gained a decisive military edge over
Mongols. The Qianlong emperor in the mid-eighteenth century responded
to the persistent threat posed by the Zunghar, or western, Mongols, by
ordering his commanders to destroy the western Mongols. The emperor



ordered massacre: “Show no mercy at all to these rebels. Only the old and
weak shall be saved.”102

China in the late eighteenth century was a powerful and confident state,
as the British discovered when they tried to expand trade. A diplomatic
mission of 1793 led by Lord George Macartney sought to persuade China to
engage in more trade. The mission brought a selection of wares intended to
impress and entice the Chinese: clocks, watches, telescopes, Wedgewood
pots, and paintings. However, the Qing dynasty declined to make any
changes. Indeed, the Qianlong emperor in a letter to George III stated that
Britain had nothing China needed: “we possess all things. I set no value on
objects strange or ingenious, and have no use for your country’s
manufactures.”103

By the late eighteenth and early nineteenth centuries, however, the Qing
dynasty began to encounter major troubles. China suffered from an
economic slump and ethnic tensions, and abrupt climate change added to
the Qing dynasty’s difficulties. In particular, Tambora caused famine in
Yunan in southwestern China.104 The crop failure may have encouraged
desperate farmers to turn away from staples, such as rice, to poppy
cultivation for the opium trade. They thereby found a reliable and lucrative
cash crop.105

On the whole, the effects of climate change were less severe in the late
Qing dynasty than in the earlier late Ming era. Northern China’s climate
cooled between the 1780s and the 1830s, but the drop was not as
pronounced as during the late Ming period. Qing administration also proved
more capable than the Ming government in organizing relief, and migration
within China was greater in the Qing than in the Ming dynasty.106

In southern Africa the massive Tambora eruption accentuated a period of
social and political instability. Historians used the name Mfecane, or
Difaqane, to describe a period of war and migration in the early nineteenth
century, in which bands on the move displaced many peoples, and the Zulu
state consolidated and expanded power. Precipitation patterns help explain
this sequence of events. Thus higher rainfall in the late eighteenth century
combined with the cultivation of maize to first boost population just before



southern African populations confronted droughts at the end of the
eighteenth century and in the early nineteenth century.107 Historians debate
the social and political interaction with climate. The term “Mfecane”
(crushing) attributed migration and war to the rise of Zulu power under
Shaka, but these trends did not stem solely from the Zulus.

The eruption of Tambora combined with the effects of previous volcanic
eruption to exacerbate drought in southern Africa. Models of the effects of
Tambora show pronounced cooling and drought in southern Africa,
damaging both the cultivation of maize and the raising of livestock.
Analysis of tree-ring records from Zimbabwe confirms a dry period in the
early nineteenth century.108

Summary

The LIA challenged many states and civilizations while in the end revealing
the growing resilience of the most advanced complex societies. Despite
debates over the exact timing, there is strong evidence of a cooling, though
the precise timing of the most pronounced cool phases varied in different
regions. In the North Atlantic and Europe, the earliest period of the LIA
was most severe for those living at high latitudes or at higher elevation. In
east and southeast Asia changes in the hydroclimate associated with the
shift of the ITCZ contributed to crisis in regions such as the Khmer empire.

The strong cooling phase beginning in the late sixteenth century that
extended into the seventeenth century is one of the best documented phases
of the LIA. Cooling contributed to what historians have described as a
general seventeenth-century crisis. Many other factors, including dynastic
and religious conflict, contributed to such a crisis, but cooling exacerbated
famine, and in China, aridity added to the burdens facing the late Ming
dynasty.

The long period of the LIA, at the same time, also saw increasing
decoupling between climate and some of the most advanced societies. The
Netherlands, for example, prospered during the seventeenth-century crisis,



and early modern European states varied greatly in their capacity to respond
to the threat of famine.



CHAPTER SIX

Humans take over

• An energy revolution

• Industrial revolution

• Carbon and climate

• Nineteenth-century drought

• World Wars and Fordism

• Globalization

• Breaking constraints

• Toward dependency

The industrial revolution remade human societies and transformed the
relationship between humans and Earth’s climate. Previous human societies
extracted and exploited sources of energy, modified landscapes, and
changed the local environment. In some cases, human societies possibly
altered the composition of the Earth’s atmosphere sufficiently to begin to
affect climate,1 though the question of whether preindustrial societies
affected Earth’s climate is a subject of debate. The industrial revolution
built on these trends but intensified the extraction of resources and
accelerated the remaking of landscapes and local and regional environments
to an unprecedented degree. Industrialization initiated a series of
increasingly vast waves of economic change that started with the industrial
revolution itself, expanded with the rise of a new form of production and



consumerism in the twentieth century, and spread still further with the
globalization of industry in the late twentieth and early twenty-first
centuries. These successive waves of economic growth all drew primarily
on energy produced from fossil fuels and led to marked shifts in Earth’s
atmosphere. Human activity became the main agent of climate forcing.

Industrialization had paradoxical effects on the relationship between
human societies and climate. Industrialization intensified the long-term
trend toward growing human resiliency and independence from climate
fluctuations, but at the same time the industrial revolution and the global
expansion of modern production and consumption also placed human
societies at risk of becoming ever more vulnerable to climate change.

Over several thousand years, human societies took advantage of the
comparatively stable and warm climate of the Holocene. People
increasingly engaged in intensive agriculture on a scale that would have
been unimaginable to hunter-gatherers of the past. The shift to farming
carried costs, such as the decline in general health and the rise of epidemic
disease, but massive cultivation also sustained dramatic increases in
population. Elites and states that gained the ability to extract a surplus from
large-scale farming created an imposing physical infrastructure. The Roman
aqueducts, the great canal of China, the temple complexes of the Mayans,
the shrines at Angkor—all these and more depended on the creation and
collection of a surplus on a new scale. Holocene societies also developed
extensive trading networks, but the bulk of the population typically focused
on cultivation.

Within the generally stable climate of the Holocene, human societies still
experienced climate fluctuations. Small shifts to generally more favorable
conditions for cultivation and communication aided in the rise of population
in the Roman Empire, the Han Dynasty, and the Mayan classic era among
other cases. In Europe, the medieval climate anomaly contributed to the
expansion of borders of cultivation within Europe and made it easier to
colonize the North Atlantic. Favorable climate did not determine a
particular outcome for any single civilization, whether Rome, the Han
Dynasty, the Mayan city-states, or many other complex societies, but



comparative warmth and reliable precipitation created conditions that
assisted growth and expansion. In contrast, fluctuations that produced
colder and/or drier conditions posed challenges to Holocene societies. The
kind of shifts experienced during this era did not inevitably lead to decline
and collapse—thus many societies adapted to the fluctuations of the Little
Ice Age. However, climate shifts of this order could place sufficient strain
on a given society to contribute to full or partial collapse as in the case of
Chaco Canyon, abandoned entirely by its population, or the Mayans, who
endured but only after leaving some of the largest cities and sites of the
classic era.

During the Holocene, complex societies generally became more resilient
in the face of ordinary climate fluctuations. The beginnings of this
decoupling can be traced back to the Bronze Age, and the further
development during the Iron Age of transportation networks, storage
facilities, and states with the capacity to monitor and respond to grain
shortages all provided greater resiliency. The Qing dynasty before its
decline, for example, could stockpile grain and reduce taxes in areas
affected by drought and famine. Climate fluctuations caused hardship in
affected regions, particularly for those already living close to the margins,
but did not normally imperil complex societies and civilizations.

Resiliency to climate fluctuations typical of the Holocene continued to
increase during the early modern era as agricultural improvements raised
crop yields, and rising trade enabled commercial centers to diversify their
food supply. Trade networks that brought together crops produced during
different times of the year and in different places produced greater food
security. Parts of Europe escaped a pattern of subsistence crisis even before
the end of the LIA. By the middle of the seventeenth century, for example,
most of England no longer suffered massive famines. In Southeast Asia
complex societies also gained greater resilience in the face of droughts.2

Even as Holocene societies developed greater ability to adapt to and to
respond to fluctuations in climate, population growth provided greater
potential for catastrophe. The contrast with the prehistory of Homo sapiens
is striking. Early humans faced all manner of deadly perils and challenges,



but even though cold snaps led to the extinction of human lineages, a small
population of hunter-gatherers could disperse in a way that was far more
difficult for much larger populations of farmers and peasants. In the best-
case scenario, such farmers responded to famine by migration, if a new
region for settlement was available as in the case of the Scotch Irish. In a
worst-case scenario, people died by the millions, especially when human
responses accentuated the effects of climate fluctuations.

An energy revolution

The early modern era saw the start of a revolution in energy use. Late
Holocene societies in general required more resources. They increased crop
yields and broadened trade networks and generated higher demands for
water and energy sources. Several engaged in intensive phases of economic
and technological development without moving to full-scale
industrialization.

There were several preindustrial economic powerhouses, including
China, the Netherlands, and England. In China, the Song dynasty vastly
expanded its production of iron and coal. The residents of the capital
Kaifeng turned to coal as their main source for fuel.3 However, this burst of
economic and technological development slowed. The Qing dynasty also
achieved high rates of demographic and economic growth, but this
combination did not continue into the late eighteenth century.4

The Netherlands in the late sixteenth into the seventeenth century also
experienced a surge of demographic, economic, and technological growth.
Large parts of the population began to work outside of agriculture. For
energy, the population increasingly turned to peat. The excavation of peat
from regions, including the future site of what is now Amsterdam’s Schipol
Airport, created new lakes.5

England was yet another society that turned to new energy sources as it
placed pressure on available resources. As early as the late Middle Ages,
shortages of wood for making charcoal caused a downturn in making iron



and glass in southeastern England. Coal became the chief fuel source for
heat, and coal mining increased in the seventeenth century. Urban growth,
especially in London, spurred demand. London’s population increased from
some 200,000 in 1600 to between 575,000 and 600,000 a century later, and
the growing number of city dwellers obtained heat mainly by burning coal.
The writer and novelist Daniel Defoe, author of Robinson Crusoe, remarked
on the “prodigious fleets of ships which come constantly in with coals for
this increasing city.”6

Coal shipments from Newcastle in the north of England increased
steeply from the sixteenth century through the seventeenth century. Early
mines were often part-time enterprises operated by farmers, but the scale of
mining increased in the northeast of England in Northumberland and
Durham and in the midlands in Staffordshire. Mining also began to increase
in southern Wales.

Miners at first dug coal deposits from close to the Earth’s surface.
Extracting coal to meet rising demands, miners soon exhausted the veins
closest to the Earth’s surface. They had to dig down, more than a 100 feet
and as deep as 300 to 400 feet by the early eighteenth century. This made
mining more costly and more dangerous. It was necessary to line the roofs
of tunnels and mines with lengths of lumber to support those roofs, and the
deeper mines also required shafts for ventilation.

The challenges of extracting increasing quantities of coal as an energy
source led to a pivotal revolution in generating energy. The problem at one
level was very simple: English and Welsh miners produced more coal by
digging larger and deeper holes in the ground, but water flows downhill.
Even when miners could breathe and escaped roof collapses or explosions,
flooding was a constant problem. The solution to this basic problem,
however, was anything but simple. To pump water out of shafts, mines
employed horses, but this was an inefficient, slow, and expensive method,
especially as mine shafts sank to greater depth. In short, Britain risked
running short of coal to meet the rising demand of consumers and of
nascent industry without a better method to remove water from deeper
mines. Attempts to create new machines to solve this problem dated back to



the seventeenth century, but failed. In the 1660s the Marquis of Worcester
may have invented some kind of mechanism, possibly an early version of a
steam engine, to raise water.

In 1712, Thomas Newcomen an ironmonger from Cornwall, working
with a plumber named John Calley, invented a steam engine to pump out
mines. They unveiled their device at a coal mine in Staffordshire in the
West Midlands of England. It was costly and inefficient, wasting most of
the energy used for power as heat, but it was still vastly better at pumping
out mines than any previous method. A single Newcomen engine could
replace pumps powered by as many as fifty horses.

The Newcomen engine proved critical to the future of industry and the
climate in two ways. First, it sustained the growth of coal mining. Over the
next twenty years more than 100 Newcomen engines were installed,
contributing to the continued growth of mining output in the eighteenth
century. Secondly, the engine derived its power from coal shoveled into a
firebox that heated up the boiler. The engine employed coal as the power
source to aid in mining more coal to produce more power. The effects on
the Earth’s atmosphere were small, but relying on a fossil-fuel powered
machine to extract more fossil fuel set a path for the future.

In the 1760s, James Watt, a Scottish inventor and engineer, set to work
to improve on the steam engine design after he was asked to repair the
University of Glasgow’s Newcomen engine. Pondering on the problem, he
took a walk in 1765 on the green in Glasgow. Suddenly, he recognized a
solution: “the idea came into my mind, that as steam was an elastic body it
would rush into a vacuum, and if a communication was made between the
cylinder and an exhausted vessel, it would rush into it, and might be there
condensed without cooling the cylinder.”7 Today, a statue of Watt stands on
the Glasgow green to memorialize the moment. Acting on his insight, Watt
created a separate condensing chamber for steam. The new steam engine
was vastly more efficient than the Newcomen engine, and Watt’s
improvement ushered in an era of rapid further innovation.

Matthew Boulton, a Birmingham manufacturer bought out Watt’s
bankrupt business partner, and in the 1770s Watt and Boulton began to



manufacture and sell the improved steam engine. By 1800, they had
produced some 450.8 Boulton also encouraged the use of steam engines
beyond mining. In 1785, Richard Arkwright made the first use of steam in
manufacturing textiles, initially to pump water. Over the next twenty years,
a series of inventors developed and made improvements to the power loom.
Boulton himself minted coins using a steam-powered manufacturing
process.

Industrial revolution

Beginning in the late eighteenth century, Britain combined the use of the
steam engine powered by coal with industrial growth and agricultural
improvement to break with all previous economic and demographic
development in world history. The industrial revolution displaced some
workers and subjected many others to miserable working conditions, as
protesters and reformers soon noticed, but it also raised productivity to
unprecedented levels. Where other technologically advanced societies had
previously hit plateaus in growth, Britain experienced decades of growth in
output, productivity, population, and, eventually, in per-capita income,
pioneering the emergence of an entirely new kind of society, never before
seen in world history.

A series of industries grew rapidly. In the first stages of industrialization,
dating back to the 1780s, textile manufacture expanded at an exponential
pace. This would set a pattern for later-industrializing countries that often
began in manufacturing clothing and textiles before branching out into
other areas. Think, for example, of the countries of origin on the labels of
clothing such as caps, sweatshirts, and knit shirts, and it is possible to see
how this pattern persists to the present.



FIGURE 6.1 Commencing industrialism. A Lancashire town in the early nineteenth century.
Source: Wellcome Library, London.

Industrialization in the early nineteenth century also saw rapid growth of
iron production. The application of steam power to a railway engine in the
1820s brought a further burst of innovation and industrial expansion.
Britain, soon followed by other Western countries, quickly acquired an
extensive railway network, which both vastly speeded up transportation and
communications and provided a further source of demand for increasing
iron output. Between 1830 and 1850, 6,000 miles of railways were built in
Britain.

English cities of the nineteenth century gained fame for their rapid
growth and dynamic markets and cultural life, but also became notorious
for filth and squalor. In England, the cities of the midlands and north, places
like Birmingham and Manchester, became major cities in decades.
Birmingham, today England’s second-largest city, is located in the West
Midlands some 125 miles north and west of London. In 1800, Birmingham
was a large bustling town with a population of more than 73,000. It
continued to grow as a center for metal work, among other industries, and



by the census of 1851 Birmingham had become a city of more than 233,000
residents.

Manchester is located still further north, around 210 miles from London.
A market town that had also been a center of weaving in the early modern
era, Manchester began to industrialize in the late eighteenth century. Its
close proximity to the port of Liverpool, a little more than thirty miles to the
west, gave Manchester easy access to imported cotton. There were already
66 cotton mills by 1821, and hundreds of mills dotted the city landscape
within a few decades.9 The economic transformation remade Manchester
into a city. The population increased from a little more than 70,000 in 1800
to more than 300,000 people by 1851.

The new industrial cities, renowned for their production, also became
known for the costs of industrialization. The standard of housing for
workers who migrated from the countryside was low. Burning coal created
a stench and haze. In 1854 in his novel Hard Times, Charles Dickens
described the conditions of a prototypical northern English city, which he
dubbed Coketown, rather than using the name of an actual city. As Dickens
put it, Coketown “was a town of red brick, or of brick that would have been
red if the smoke and ashes had allowed it; but as matters stood, it was a
town of unnatural red and black like the painted face of a savage. It was a
town of machinery and tall chimneys, out of which interminable serpents of
smoke trailed themselves for ever and ever, and never got uncoiled. It had a
black canal in it, and a river that ran purple with ill-smelling dye, and vast
piles of building full of windows where there was a rattling and a trembling
all day long, and where the piston of the steam-engine worked
monotonously up and down, like the head of an elephant in a state of
melancholy madness.”10 Coketown may have stood in for Manchester, but
it could have represented many growing cities. The technology would
change, but the basic pattern of pollution of air and water would be repeated
in many industrializing cities of the twentieth and twenty-first centuries.

London was by far England’s largest city, and it became the world’s
largest city. As Britain’s capital and economic center, it already had a
population of some 1 million in 1801 and grew to a size of more than 6.2



million by 1901. London was a major manufacturing center, but it was not
an industrial city dominated by factories in the same way as a city such as
Manchester. The poor crowded its slums, but it was also a center for
consumerism. The rising population and mix of economic activity all
required more energy. The newly industrializing society boosted the further
extraction of fossil fuels. Manufacturing, heating, and transportation
depended on the supply of copious amounts of coal, especially with the
construction of railway lines and the London underground.

Despite critiques, the new industrial society acquired a reputation as an
engine of progress. It was clear to the British themselves of the mid-
nineteenth century that they already lived in a very different era from the
past. A Great Exhibition held in 1851 dramatized the progress of the day.
This event, officially titled the Great Exhibition of the Works of All
Nations, became a kind of prototype for what would later become world’s
fairs. The main exhibition space, a towering structure built of glass called
the Crystal Palace, reminded every visitor and passerby of the singular
achievements of industrialization. Within the hall, visitors saw numerous
displays of machines and items of trade. Crowds flocked to the Great
Exhibition, so many that a travel agent named Thomas Cook began to
arrange for special trains, and more than 6 million people attended.

From England, the industrial revolution spread to other countries in
Europe, North America, and East Asia. In the early nineteenth century,
industry sprang up in New England beginning with technology brought
over from England. Output rose sharply in the mid- and late nineteenth
century in mill towns such as Lowell, Massachusetts. On the European
continent, Germany industrialized. Coal production in the Ruhr region of
northwestern Germany increased from 1.7 million tons in 1850 to 11.6
million tons in 1870.11 In the late nineteenth century, the newly united
German empire became a leader in steel production and in new economic
sectors, such as the emerging chemical and electrical industries.

Industrialization also began to take root in Japan after the United States
forced an opening to trade. Since the seventeenth century, Japan’s shoguns,
or military commanders, had closed the country off to almost all trade with



the West, but in a show of force, Commodore Matthew C. Perry of the US
Navy arrived with warships at the city of Edo, what we today know as
Tokyo, in 1853. This initiated a period of rapid change and political struggle
in Japan that led to the revival of rule by the emperor, the Meiji restoration,
by 1868. Imperial restoration inaugurated a period of rapid modernization
during which Japan sought foreign expertise and began to industrialize. The
Imperial Charter Oath of April 1868 stated, “Knowledge shall be sought
throughout the world so as to strengthen the foundations of imperial rule.”12

Industrialization brought a further acceleration of extraction and
combustion of fossil fuels. This was not because the first industries relied
exclusively or even primarily on steam power. As the landscape created by
the early industrial revolution still reveals today, water mills played a
prominent role: surviving mills in old mill towns cluster around rivers, but
mills began to make increasing use of steam power during the nineteenth
century. In Britain, a sharp decline in the cost of steam power in the 1830s
and 1840s eased a shift in power sources. The use of coal-powered steam
engines increased in British textile production. In the United States, early
mills typically used water as the power source, but steam engines gained
increasing use after the Civil War.

The birth and development of the industrial revolution brought multiple
fateful effects for the future history of climate. Industrialization expanded
and intensified use of fossil fuels at an exponential rate. By 1815, Britain
consumed fifty times more coal per person than did France and more than
thirty times more coal per person than did Germany.13

Coal remained by far the dominant fossil fuel throughout the nineteenth
century, but industrialization also accelerated extraction and use of oil and
gas. Oil drilling began in Pennsylvania in 1859, and the development of the
gas-powered internal combustion engine created a new market for oil. In
1861, Nikolaus Otto, a German engineer, built a gasoline-powered engine,
and in 1876 he created a four-stroke internal combustion engine. Gottlieb
Daimler in 1885 invented a high-speed engine, and by 1913 Henry Ford
began the mass production of the Model T. The new engines increased



demand for oil and created a pathway for a future of soaring energy use for
transportation.

Electrification further raised demands for fossil fuels. Well into the
industrial era, many households remained dimly lit. Gas lighting spread
rapidly in the nineteenth century. A series of inventors in the late nineteenth
and early twentieth centuries figured out how to generate electric power and
how to use electricity to produce light. Thomas Edison, for example,
invented the first commercially viable incandescent light bulb. The spread
of artificial lighting transformed the way people lived and worked and also
created a further source of demand for fossil fuel, and in particular for coal.
For most of the industrial era, coal-fired power plants provided the chief
means to produce electric power.

Along with oil and coal, natural gas also emerged as a vital fossil fuel.
Natural gas is found in swamps and also in oil fields. It was often burned
off, but wide-scale use of natural gas took off after the Second World War
and continued to increase into the twenty-first century as a major fuel for
power plants and for home heating.

The exponential increase in the use of fossil fuel made more energy
available to people of industrial societies than humans at any other point in
world history to that point could have imagined. The extraction and
consumption of fossil fuels brought unprecedented speed of travel. Trips by
rail were so fast that early reports raised concerns about the possible ill
effects of speed on health. Railway travel did have the effect of
compressing time and space, and so too did travel by steamship. The
ordinary citizens of an industrial society could travel great distances with
comparative ease. Britons, Germans, Americans, and others whose
countries industrialized also came to enjoy undreamed of access to heat and
light. Industrialization by the late nineteenth century and far more so by the
twentieth century supported mass production that allowed mass
consumption.

Power and speed also had their deadly side, and not just for the victims
of workplace injuries or transport accidents. The industrialization of war
made the battlefield ever more deadly for large numbers of combatants and



civilians. More people than ever before could travel great distances, more
people than ever before could purchase clothing or household items, and
more people than ever before could die in quick succession on the
battlefields of the First World War and the Second World War.

Carbon and climate

British industrialization in the late eighteenth and early nineteenth century
shaped the future of climate forcing, not so much because the early
industrialization of one country dramatically remade the chemistry of the
atmosphere, but because Britain created a path that many other countries
would follow, collectively raising the level of CO2 in the air. Our
understanding of what is now dubbed the “greenhouse effect” emerged
around this time. Joseph Fourier, a French mathematician and physicist,
was the first to describe the role of the atmosphere in heating the planet in
1824. He determined that Earth’s temperature would be much colder if it
lacked an atmosphere, and drew an analogy to earlier experiments that had
demonstrated a warming effect created by a glass cover placed on a box.14

Thirty-five years later, an Irish physicist named John Tyndall began
experimentation on the radiative properties of various gases, revealing that
gases such as water vapor and CO2 were strong absorbers of heat. He
proposed that changes in these gases could be linked to climate change. The
idea that climate could shift was not widely accepted at the time, though it
had been promoted by naturalists such as Louis Agassiz. Building on the
work of earlier naturalists and based on his own observations in the Alps,
Aggasiz proposed in 1837 that the Earth had experienced a great “Ice Age.”
The scientific community at first rejected his ice age theory, but it gained
broad acceptance by the 1870s.

Pivotal research on the effect of greenhouse gases on our atmosphere
came from Svante Arrhenius, a Swedish Nobel Prize–winning chemist and
physicist, who in 1895 presented a paper on the effect of CO2 and water
vapor on Earth’s temperature. He later helped clarify the role of the water



vapor feedback. Arrhenius calculated that CO2 accounted for 21°C of the
warming above the level that would exist if the Earth lacked an atmosphere,
and found that water vapor generated by such warming contributed an
additional 10°C. Arrhenius also noted in 1904 that the increase in CO2 by
industry could in turn increase the temperature of the atmosphere. Scientists
at the time largely dismissed his idea: the thinking that prevailed before the
mid-twentieth century was that the effect of human activity was either too
small to override that of natural forces or that any such increase in CO2 and
associated warming could actually be beneficial. By the 1930s, temperature
measurements across the United States, which began in the late nineteenth
century, indicated an overall warming. In 1938, Guy Stewart Callendar, a
steam engineer, attributed the warming to increasing levels of CO2 in the
atmosphere. He wrote that few “would be prepared to admit that the
activities of man could have any influence upon phenomena of so vast a
scale,” but that in his study, he hoped “to show that such influence is not
only possible, but is actually occurring at the present time.” He concluded
that “the return of the deadly glaciers should be delayed indefinitely” due to
the warming.15

Views about the effect of increasing CO2 from industrial activity began
to shift in the 1950s. Roger Revelle, a scientist at Scripps Institute of
Oceanography, and Hans Suess from the US Geological Survey, proclaimed
that “human beings are now carrying out a large scale geophysical
experiment of a kind that could not have happened in the past nor be
reproduced in the future. Within a few centuries we are returning to the
atmosphere and oceans the concentrated organic carbon stored in
sedimentary rocks over hundreds of millions of years.”16 They noted the
lack of information available at that time to predict changes in climate as a
result of fossil fuel combustion, particularly if it continued to increase at an
exponential rate, and they called on geoscientists to gather that information.

Revelle teamed up with Charles Keeling, also of Scripps, and Harry
Wexler of the US Weather Service, to begin direct measurements of
atmospheric CO2. The first such measurements began at Mauna Loa,
Hawaii, in 1958, and measurement has since expanded to many locations.



Atmospheric CO2 concentration prior to 1958 has been determined based
on air bubbles trapped in ice cores: values in 1850 were 285 ppm,17 on the
upper end of the natural range observed during glacial/interglacial swings.
The spread of industrialization to European countries and to North America
raised CO2 concentrations to above 300 ppm by the eve of the First World
War. The first measurements at Mauna Loa in 1958 showed that
concentrations had risen to 315 ppm.

Nineteenth-century droughts

As humans increasingly became an agent of climate change, natural
fluctuations continued to affect the growing population. Drought in
particular posed tremendous challenges. North America, for example,
suffered repeated droughts during the late nineteenth century. A severe
drought took place from the mid-1850s through the mid-1860s, inflicting
severe damage on bison, which were already being killed in large numbers.
Another severe drought struck in the 1870s, and there was renewed drought
in the 1890s.18

The El Niño–driven drought of the late 1870s also affected other
regions, including China, Korea, India, Brazil, Egypt, and southern Africa.
Between 1877 and 1879, Brazil’s Great Drought caused economic
devastation. Retirantes, or internal refugees, from the northeast, faced with
the very real prospect of starvation, fled the sertao, or interior: the
population fell by some 90 percent over two years. These refugees from
drought faced further hardship and danger as they crowded into cities on the
coast.19 In India, the death toll reached some 6 to 10 million. Those who
could make their way out of the famine districts left for regions such as
Ceylon/Sri Lanka.20 Drought also spread across northern China in the late
1870s. A famine that lasted from 1877 to 1879 led to between 9 and 13
million deaths in northern provinces.21 One of the provinces most affected
was the Shanxhi province on a high loess plateau. Poor roads made it
especially hard to send relief to Shanxhi. Prints in the Shanghai press



publicized the extent of the disaster and described eating of the dead and
even cannibalism.22

Declining administrative effectiveness contributed to the disaster. In the
past, the Qing empire had established a host of measures for responding to
famine. Officials purchased grain at low prices and sold it at low prices in
times of dearth. They also canceled taxes in afflicted regions.
Administrators investigated local conditions and worked with local elites to
provide relief.23 But by the late 1870s, years of severe external challenges
and internal disruption had weakened the Chinese state. Less than fifty
years after rejecting overtures from Britain for more trade, China found
itself unable to stop British attacks during the Opium War of 1839–42 and
suffered further losses in a second war of 1856–60. China also experienced
massive internal rebellions and uprisings, including the Taiping rebellion of
1850–64 that made vast areas of China into a war zone and left millions
dead. In China’s west, Muslims rebelled in the Xinxiang province.

The Qing empire that confronted the El Niño droughts of the nineteenth
century was much less effective than the Chinese state of prior generations
at averting famine. The years of war and unrest damaged the system of
grain stores. The stocks of grain were less than half those during the
pinnacle of the Qing dynasty.24 Defeats also shifted priority from disaster
relief for civilians toward provisioning the military.25 Qing consensus broke
down in the face of competing threats. Proponents of a movement to
strengthen China sought to discourage the Qing leadership from diverting
money designated for improving coastal fortifications toward famine
relief.26 Facing these competing needs, the Qing court sought both to
continue self-strengthening and to provide famine relief.27

The death toll from the El Niño–induced famines was both horrifying
and striking because it appeared to reverse the trend toward greater human
resiliency in the face of climate fluctuations. Both drought and the human
response affected the chances of survival for the population in famine
districts. In India, for example, British officials took pride in their
campaigns to gain donations for Indians, but some of these same officials
found British policy unsettling. Some Indians themselves questioned the



British commitment to averting famine. Surendranath Banerjee, an early
Indian nationalist argued that the outcome of drought showed the
shortcomings of the government. “But we are told that famines are due to
drought; to the operation of natural causes, and governments and human
institutions are powerless to avert them. We ask—is drought confined to
India? ... Other countries suffer from drought; but they do not suffer from
famine.”28

The nineteenth century ended with another severe El Niño event. In
1898, drought struck northern China. Many peasants found themselves
without food. Desperate for food, people ate bark and almost anything else
they could find. Some even sold children. The scale of the disaster struck an
observer, “There is an awful famine pending in the interior. All along our
route ... is a desert and the mortality by famine this year must be
enormous.”29 The drought and famine in China contributed to the uprising
known as the Boxer Rebellion. The Boxers, who engaged in martial arts
and followed a blend of spiritual and religious practices, objected to rising
foreign influence in China and to the activity of Christian missionaries.
Indeed, the Boxers attributed the bad weather to foreign influence. Boxer
posters pledged, “when the foreigners are wiped out, rain will fall.”30 The
rebels attacked missions and missionaries as well as railroads and telegraph
lines. They gained the support of the dowager empress Cixi and marched to
Beijing, where they besieged foreign diplomats before an international
military force with troops from countries, including Japan, Russia, France,
Britain, the United States, and Germany, took the capital in August 1900.

The El Niño event produced another severe drought in much of India. A
meager monsoon in the spring of 1896 caused grain prices to rise, and by
autumn grain riots broke out. “Already grain riots are common,” R. Hume,
an American missionary, wrote in a letter to the New York Times. Julian
Hawthorne, son of the novelist Nathaniel Hawthorne, described seeing
families of corpses from a train window: “There they squatted, all dead
now, their flimsy garments fluttering around them.”31 Nearly three-quarters
of a million people died in Bombay. The viceroy, Lord Elgin, estimated that
some 4.5 million people died, but many more died even after rains returned



in 1898. Renewed monsoon failures struck India. Famine resumed in 1899,
and millions died across India.

The famines of the 1890s and early 1900s that caused misery in India,
China, and northeastern Brazil as well as the Dutch East Indies and Africa
stemmed from the interplay of climate shifts and human actions. The El
Niño events created widespread drought. The lack of rain was the first
cause of crop failures and food shortages, but the death toll and misery was
especially striking at a time when Western countries had achieved the
ability to avoid subsistence crises. Climate fluctuations still affected water
supply and crop yields, but the industrializing world had already gained far
greater ability to withstand the typical climate fluctuations of the Holocene
without suffering immense death and misery. Why, then, did so many die in
China, India, northeastern Brazil, the Dutch East Indies, and east and south
Africa?

Along with the El Niño events themselves, the erosion of local
governance and the power of Western ideologies exacerbated the effects of
drought. The timing and location of these famines at the very height of
imperialism has also raised scrutiny of the role of the Western world, and in
particular of Britain. Britain in India did not neglect relief entirely but
adherence to free trade and a desire to keep down administrative costs
aggravated the effects of famine. Indeed, India continued to export grain
during famine in 1878, 1896, and in 1899–1900.32

In the Philippines, also suffering from drought, the American military,
which had just taken the islands from Spain in the Spanish-American War,
reduced the food supply to crush a native insurgency. US forces destroyed
rice stores in 1900—the resulting deaths were predictable. Colonel
Dickman, who prepared notes on the Philippines, stated, “many people will
starve to death before the end of six months.” Famine, in turn, raised
mortality from epidemics.33

Political responses also intensified famine in Brazil. Port cities along the
Brazilian coast sought to block off displaced people from the interior. Many
of the displaced sought refuge with a religious movement led by
Conselheiro, a preacher who built what he termed a holy city. Fearful that



this movement pursued radical aims, forces dispatched by the Brazilian
government attacked the movement at its base at the town of Canudos in the
Bahia state. There was little evidence that the people at Canudos intended
any kind of rebellion against Brazil, though migration to the city created the
potential to reduce the labor supply. A Catholic guard defended Canudos,
repelling federal troops repeatedly until a renewed federal assault took the
town.34

In southern and east Africa, imperial rule magnified suffering by
accelerating the movement of disease. Rinderpest, a virus extremely deadly
for cattle, decimated herds, damaging local economies. Rebellions in Africa
in the late nineteenth and early twentieth centuries against the newly
implanted European imperial regimes blamed the newcomers both for the
disease that killed off Africans’ cattle and for the increasingly unreliable
climate. “These white men are your enemies. They killed your fathers, sent
the locusts, this disease among the cattle, and bewitched the clouds so that
we have no rain,” a religious leader informed warriors who rebelled against
the British in what is now Zimbabwe in 1896.35 Drought reinforced
resentment against colonial rule to generate uprisings in Mozambique and
in Tanganyika (now Tanzania). German forces in East Africa responded to
the Maji Maji rebellion of 1905–7 with a campaign of extermination.

In Namibia, then-German Southwest Africa, Rinderpest arrived in 1896
and soon killed off most cattle of the Herero people. An inoculation
program introduced by Germany had very mixed results, initially killing of
many of the vaccinated cattle. The epidemic along with heavy loss of
human life to malaria and typhus severely damaged Herero society and
contributed to a Herero uprising in 1904. The German commander in
Namibia, General Lothar von Trotha, responded with a campaign of
destruction that historians have widely identified as an early twentieth-
century case of genocide.

ENSO-related droughts continued into the twentieth century, such as the
ones that occurred during the 1930s and 1950s in North America. Just as
prevailing La Niña conditions caused drought in North America during the
MCA, cold tropical Pacific Ocean waters set the stage for these twentieth-



century droughts. In the case of the Dust Bowl, which led to large
agricultural losses in the Great Plains of the United States and forced the
migration of millions of people, poor land management practices amplified
the effects of La Niña drought. Thus the plowing of fields to plant wheat
crops, which are vulnerable to drought, along with poor cultivation
methods, led to soil degradation. When drought struck in the early 1930s,
soil loss through wind erosion generated large dust storms. The veil of
atmospheric dust blocked sunlight and amplified the effects of drought.36

World Wars and Fordism

Well into the industrial era, El Niño events created more dramatic
fluctuations in climate than did climate forcing caused by human activity,
but the scale of industrialization continued to increase in the twentieth
century. Energy consumption and production increased in several stages.
Economic growth was not linear. The First World War inflicted significant
damage on the world economy, and recovery was uneven during the 1920s.
The US economy boomed, but European states saw more modest growth.
The stock market crash of 1929 and the Great Depression of the 1930s
brought the greatest modern crisis of the world economy and capitalist
system. Even with this blow and sharp contraction of industrial output in
countries from the United States to Britain to Germany, the imprint of
industrialization was sufficient that CO2 levels in the atmosphere continued
to rise, though at a rate much slower than in the second half of the twentieth
century.

The Second World War brought both rising economic output and
devastation. The Great Depression ended for good in the United States.
Gross domestic product (GDP) rose some 70 percent between 1940 and
1945, and the country emerged from the war en route to becoming a global
superpower. At the same time, the countries in the war zone suffered
immense damage to infrastructure and, by the war’s end, to production.



Within a few years of the war’s end, the world economy entered a period
of rapid growth in which mass production and mass consumption of
consumer durables rose at a steep pace through an economic model called
Fordism. Henry Ford had first introduced such production with the
manufacture of the Model T in the early twentieth century at a price low
enough to make it possible for large numbers of people to purchase the
vehicle. The combination of mass production of consumer durables, items
of significant expense designed to last for more than a short time, mass
consumption or purchase of such durables, and wages sufficient to make
those purchases possible, became known more broadly as Fordism, but
Fordism was still in its nascent phases before the Second World War.

After the Second World War, Fordism as an economic model became
much more firmly established across the industrial world. Household
purchase and ownership of motor vehicles, for example, were still a rarity
in Europe in the late 1940s, but became commonplace by the 1960s and
continued to rise thereafter. Similarly, purchase and ownership of other
consumer durables such as washing machines rose at an exponential pace.
The 1950s and 1960s on the whole saw unmatched economic growth rates.
In postwar West Germany, people spoke of an “economic miracle.” The
prime minister of Britain, Harold Macmillan, declared in 1957, “Indeed let
us be frank about it—most of our people have never had it so good. Go
around the country, go to the industrial towns, go to the farms and you will
see a state of prosperity such as we have never had in my lifetime—nor
indeed in the history of this country.”37 Britain’s economy was actually
growing at a slower rate than that of many of its European peers, but the
broader point was still true. Postwar Fordism raised output and standards of
living, and this new standard of living increased demand for fossil fuels.
Overall coal output rose, though the precise contribution of different
countries and regions varied. In some regions, coal production actually
declined because of shifts in production to new competitors and the
replacement of coal by oil and gas for many uses, in particular for
transportation. In the United Kingdom, for example, coal output peaked
before the First World War. In the Federal Republic of Germany coal output



began to decline with a shift to other energy sources, including oil and gas.
At the same time, coal production and consumption soon began to increase
in China. In the United States, coal production grew through the early
twentieth century, fluctuated in the era of the World Wars and depression,
and rose sharply again in the second half of the twentieth century.

Oil output and consumption increased at a faster pace than coal
production throughout much of the twentieth century. In the United States,
demand for oil boosted drilling and exploration and the emergence of oil as
a major extractive industry in regions such as Louisiana and Texas. Global
demand for oil increased at an especially fast pace after the Second World
War, bringing wealth to major oil producers, in particular Saudi Arabia,
where exploration yielded major finds in the 1930s.

The industrial revolution, the exploitation of fossil fuels on a new scale,
and the expansion of industrialization based on fossil fuels contributed to a
significant bump in the levels of CO2 in the atmosphere. The collection of
measurements at Mauna Loa began during the postwar economic boom.
The first annual average measurement was 315.98 ppm, marking a
significant rise from the 285 ppm determined from ice cores for the very
early stages of the industrial revolution.

As noted by Callendar in the late 1930s, temperatures had been
increasing, but then leveled off in the 1940s into the 1970s. Explanations
for the pause in warming included a lower solar output, volcanic eruptions,
and global cooling associated with orbital variations. As scientists debated
the cause of this plateau, measurements emerged from the Southern
Hemisphere that revealed that this phase may have been a Northern
Hemisphere phenomenon rather than a global signal. This led some
scientists to suggest that particulates emitted by factories, which effectively
block sunlight, were responsible for the plateau given that most of the
industrial activity was concentrated in the Northern Hemisphere. This
hypothesis gained support in later decades, but by this time, the CO2

accumulating in the atmosphere overrode the cooling effect of pollution.



Globalization

A further burst in industrialization and in fossil fuel extraction and use
came with global industrialization in the late twentieth century. This was
not the first era of globalization, but it was the first period of globalization
that saw industry take root across much of the world. The mature industrial
powers confronted new economic challenges in the 1970s when the era of
rapid and robust postwar growth ended, but overall global industrial output
reached new heights in the late twentieth century into the early twenty-first
century. The globalization of industry transformed economies around the
world. Much of East Asia experienced extraordinary rates of
industrialization. Japan, the first Asian industrial powerhouse, entered a
period of sustained high economic growth from the postwar years through
the 1990s. Japanese companies such as Toyota, Sony, and Honda became
household names around the world. In 1990, Japan was the world’s third
leading exporter. Japan’s economic prowess was such that the country’s
success led to anxiety in some quarters. Others saw the country as a model
for lessons, with the theme of a book from 1979 entitled Japan as Number
One: Lessons for America.

Export-led growth provided a similar path for stunning economic
expansion elsewhere in East Asia, including in South Korea and in Taiwan.
At the end of the Korean War in 1953 South Korea was an impoverished
country. Indeed, though it may have seemed impossible to imagine in the
early twenty-first century when North Korea had become synonymous with
deprivation and malnutrition for the mass of its citizens, South Korean per
capita GDP was no higher than that in North Korea in the 1950s. South
Korea’s economy remained comparatively small for years after war, but
export-led growth led to sharp increases in GDP in the south from the 1970s
into the 1990s and early 2000s. South Korean manufacturing firms, such as
Hyundai, became major global exporters. This economic model proved
attractive to political leaders and economists seeking to boost output and
growth elsewhere. A host of other Asian countries, including Malaysia,



Indonesia, and more recently Vietnam, to note only some of the examples,
similarly pursued export-led growth.

By far the most stunning case of export-led growth occurred in the
People’s Republic of China. Years of struggle between Communists and
Nationalists as well as varied warlords, interspersed with harsh Japanese
occupation before and during the Second World War, ended with a
Communist victory in the Chinese Civil War of 1945–49. The Nationalist
forces of the Kuomintang fled to Taiwan. On the Chinese mainland, the
Communist Party led by Mao Zedong created the People’s Republic of
China.

Once in power, Mao and the Communist Party collectivized agriculture
and sought to boost heavy industry through centralized planning. In the late
1950s, Mao sought to accelerate the process through the Great Leap
Forward. The Communist Party exhorted peasants to produce steel in
backyard furnaces. Much of the steel produced was useless, and the
diversion of labor exacerbated famine. Tens of millions of people died.
After the Great Leap Forward, Mao regained the political initiative in the
Chinese leadership through a program of Cultural Revolution that lasted
from 1966 until his death in 1976. At this time, China still had a mainly
agricultural economy that accounted for a small share of world exports, far
below the level of countries such as Japan, West Germany, and the United
States.

China’s economy and the future of the world’s climate took a decisive
turn with the leadership of Deng Xiaoping. A long-time Communist who
took part in the Long March when the Communists escaped destruction
after attacks by their Nationalist rivals, Deng later faced persecution during
the Cultural Revolution as a so-called “capitalist roader.” He accomplished
a remarkable political comeback in the 1970s. Deng was determined to
maintain Communist power—he crushed the democracy protests at
Tiananmen Square in Beijing in 1989, but he also aimed to remake China’s
economy. To that end, he sought foreign investment and created free-trade
zones. This initiated decades of strong export-led growth that made China



into the world’s leading exporter by 2009 and the world’s largest trading
nation by 2013.

Domestically, the transformation of China brought rapid urbanization
and new patterns of consumption. Though large numbers of Chinese
remained in rural areas of the interior, dozens of cities experienced sharp
population growth. The proportion of Chinese people living in urban areas
increased from 13 percent in 1950 to 57 percent in 2016. Along with world-
famous cities such as Beijing and Shanghai, Chinese citizens flocked to
scores of other cities, barely known in the wider world: Changsha, Hefei,
Quanzhou, Xiamen, Hangzhou, Shenyang, Zhengzhou, Suzhou, Xi’an, and
Chongqing, along with many others.

Rapid urbanization became the norm in the late twentieth and early
twenty-first centuries. India is a complex example because it never enjoyed
the same rate of export-led growth as East Asia countries such as Japan and
China. At the same time, India, though it retains a vast rural population, did
see urban growth, and Indian per-capita GDP rose sharply in the early years
of the twenty-first century. Urbanization, in turn, encouraged shifts in
consumer tastes and preferences and mass consumption.

The expansion of industry and mass consumption has been especially
striking in Asia in recent decades, but this has been a global trend despite
the fact that more than a billion people globally lived on less than $1.25 a
day as of 2011. Urban population soared in Latin America. Africa also saw
a surge in urban population as did the Middle East and North Africa.

The contrast with the start of the twentieth century was striking. Exact
comparison of urban population can be difficult to make, given different
standards for measuring the population of a city or of a larger metropolitan
area, but the overall trend was clear. In 1900 when London was the world’s
largest city, ten cities in all had a population of at least 1,418,000, the 1999
population of Philadelphia—then the world’s tenth largest city. In the early
twenty-first century, there were more than 200 cities with populations
greater than 1.4 million and close to 30 cities with populations larger than
that of London in 1900. Industrialization and globalization had given rise to
a world of many Londons, not necessarily as measured by cultural influence



or economic might but as determined by population. The higher average
standard of living in London meant that the average person there, as
elsewhere in the Western world, had a higher energy footprint, but the rest
of the world was intent on catching up.

In principle, urban living can reduce carbon footprint per person in an
industrialized society through more use of mass transportation and small
living quarters per person, but the shift from the countryside to cities led to
greater power consumption. Residents of growing cities who could afford to
do so purchased the same kind of appliances that their Western counterparts
used. China, for example, had only 4 million refrigerators in service in
1985, but by the end of the twentieth century, ownership of a refrigerator
was fast becoming the norm in Chinese urban households. The story was
much the same for ownership of other appliances such as televisions or
washing machines. Refrigerator ownership also began to rise swiftly in
India, though the rate of ownership has remained far below that of China.

In hot climates, residents and citizens of industrializing and urbanizing
societies also frequently purchased air conditioning units. Air conditioning
sales rose at a clip of 20 percent per year in India. In urban areas of India,
walls of air conditioners popped out of windows. The percentage of homes
in urban China with air conditioning rose from 8 to 70 percent between
1995 and 2004.38 Explosive growth in the ownership and use of air
conditioning seemed set to continue for the foreseeable future. Air
conditioning also boosted the development of new suburbs. New housing
estates and developments on the outskirts of cities such as Shanghai or
Guangzhou promised all the amenities of an affluent lifestyle. Residents
would drive cars and use all major appliances. Air conditioning would keep
them cool. With artificial cooling for residents of cities and suburbs, rapidly
modernizing countries followed much the same path previously forged by
cities of the United States. How large would the population of the Houston
or Atlanta metro areas be without air conditioning?

The growth of air conditioning not only raised energy consumption but
also threatened to release large quantities of a family of potent greenhouse
gases into the atmosphere. Production of chlorofluorocarbons (CFCs),



commonly referred to as Freon, began in the 1930s for use in refrigeration,
air conditioning, and as propellants for aerosol cans. CFCs absorb heat
thousands of times more efficiently than CO2, but their major
environmental impact is found in the upper layers of the atmosphere, where
they react with our protective ozone layer. The Montreal Protocol, an
international agreement to phase out the use of ozone-depleting CFCs, went
into effect in 1989. Hydrochlorofluorocarbons (HCFCs) and
hydrofluorocarbons (HFCs) replaced CFCs, helping preserve the ozone
layer, but their global warming potential remains. While they currently
contribute to less than 1 percent of human-caused warming due to their low
abundance, it is estimated that their continued use could amount to nearly
10 percent or more of anthropogenic warming by midcentury if not phased
out.

In China and in large swaths of the industrializing and urbanizing world,
cities and industries typically depended on coal for their power supply.
China’s cities, for example, became famous, not only for dynamic growth
but also for exceptionally bad air pollution. To make the air breathable for
the Beijing Olympics in 2008, authorities temporarily closed down nearby
factories. At the US Embassy in Beijing, air quality measurements were
regularly so bad that they exceeded 500 on the Air Quality Index scale, a
metric that originally placed 500 as the maximum value. January 2013
produced a reading of 755 at the embassy. The city of Harbin in
northeastern China was virtually shut down in October 2013—many
schools and some roads were closed— when smog became so thick that the
level of particulates in the air reached forty times the level regarded as safe
by the World Health Organization. Such readings have attracted attention,
but Indian cities have actually produced even worse air quality readings
with a daily average peak in January 2014 of over 400 with spikes above
500.

Heavily dependent on ever-higher use of fossil fuels, the global
expansion of industry and urbanization generated steeply rising emissions
of CO2. When measurements began in 1958, atmospheric CO2 was already



higher than previously observed in the ice core record at 315 ppm. Global
levels surpassed 400 ppm in 2016.

Breaking constraints

Industrialization, urbanization, and economic development powered by
fossil fuels both built on and remade the human relationship with climate.
Complex societies of the early modern and modern era had already
developed more resilience in the face of climate shifts. Agricultural
improvement, greater administrative capacity, and better transportation
brought the era of major subsistence crises to an end in some societies such
as England and Qing China at its height.

The new era of global industrialization took these trends to an extreme.
Population centers became far more removed from areas with a climate
suitable for providing ample food. Preindustrial population growth in cities
like London depended on provisioning the city. Animals were driven
through the streets to slaughterhouses. Indeed, the practice did not come to
an end until well into the industrial era. Many were brought to the city’s
Smithfield Market. In his novel Oliver Twist, Charles Dickens gave an idea
of the dimensions of the market: “All the pens in the centre of the large
area, and as many temporary pens as could be crowded into the vacant
space, were filled with sheep; tied up to posts by the gutter side were long
lines of beasts and oxen, three or four deep. Countrymen, butchers, drovers,
hawkers, boys, thieves, idlers, and vagabonds of every low grade, were
mingled together in a mass; the whistling of drovers, the barking dogs, the
bellowing and plunging of the oxen, the bleating of sheep, the grunting and
squeaking of pigs.”39

Whereas animals could be driven on foot to London, vast population
centers in the twentieth and the twenty-first century increasingly emerged at
great distances from areas with a suitable climate for raising crops or
animals. The process began relatively early in the United States. As the
center of agriculture shifted West in the nineteenth century, the growing



cities of the Atlantic seaboard depended on a vast network of food
distribution. Crops could be cultivated near Eastern cities, though not at as
low a cost as in new farming areas in the Midwest. The twentieth century
saw the rise of urban and suburban conglomerations in areas with climates
utterly unsuited for supporting a large population. This was the case in
rising Sun Belt cities in areas of the West and Southwest.

Las Vegas provides just one example of how development became
separated from climate. Las Vegas has an average rainfall of just over four
inches a year, well below the level classified as desert, and it was thinly
settled in its early years: the city’s population was all of 25 in 1900. By
1960, the population increased to more than 64,000, and by 2010 Las Vegas
had more than 584,000 residents. The city derived most of its water supply
from Lake Mead, the vast artificial lake created behind the Hoover Dam,
which was completed in 1936.

Las Vegas was not an anomaly: we now live in a world with many
population centers that have stretched the connection between human
communities and the presence of water. China has its own desert cities and
plans to build more: in 2012, a development company announced plans to
flatten mountains to build a new metropolis outside Lanzhou in northwest
China. Cities in China’s dry western Xinjiang region experienced rapid
population growth.

Intensive extraction and use of fossil fuels increased the carrying
capacity of many regions far above preindustrial levels. The industrial
revolution helped enable massive population growth. The 1801 census of
Britain calculated the population of England and Wales at 8.9 million and
that of Scotland at more than 1.6 million. By 1901, the figures stood at 32
million for England and Wales and 4.47 million for Scotland. Indeed, the
share of world population made up of people predominantly of European
ancestry peaked around this time.

Overall world population increased during the twentieth century from
1.6 billion in 1900 to 2.55 billion in 1950. The rate of expansion actually
increased during the second half of the twentieth century as world
population reached more than 6 billion in 2000. This growth in population



was possible because of a burst in agricultural productivity and output,
dubbed the Green Revolution, that made intensive use of fossil fuels. This
Green Revolution brought increased distribution and use of new seeds,
pesticides, fertilizers, and machines. Key fertilizers combine nitrogen with
hydrogen obtained from natural gas, and improved irrigation often required
fossil fuels to produce power for pumps. The addition of fertilizer leads to
emission of nitrous oxide, a powerful greenhouse gas. In all the Green
Revolution added more greenhouse gases to the atmosphere and increased
energy inputs into agriculture by up to 50 to 100 times.40

Intensive use of fossil fuels also sustained the service economy, which
has typically become by far the largest economic sector in maturing
economies. Whether in England, the United States, Germany, or any of the
early industrial powerhouses, far more people now work in services, in
offices, hospitals, or schools, than in factories or mines, but these service
sector employees still depend on power generated to a large degree from
fossil fuels. Transit for office workers has relied almost entirely on fossil
fuels as has the power for heat and light in office buildings, though that is
changing in the countries such as Germany that have advanced the furthest
in installing solar power. Air conditioning has increased hand in hand with
the development of the service economy around the world. In Singapore,
for example, the service sector contributed some 73 percent of GDP in
2011. Air conditioning helped make possible the rise of Singapore as a
major service sector hub. When asked to identify the twentieth century’s
most important invention, Lee Kuan Yew, Singapore’s first prime minister,
who led the country for decades, selected the air conditioner.

Toward dependency

The industrial revolution and global economic development based on fossil
fuels transformed human societies, making it possible to build vast cities in
the desert; air condition office workers by the tens and hundreds of
millions, and allow farm workers equipped with fertilizer, pesticides,



pumps, and tractors to grow enough food to feed many billions, but these
same trends have also reversed the historical trend of several centuries that
brought greater independence from climate. For thousands of years, human
societies derived benefits from the comparatively stable climate of the
Holocene. But after decades of increasing carbon emissions, these same
societies faced the growing challenge of living with an increasingly less
stable climate.

The level of carbon emissions increased dramatically. The United
Kingdom, the world’s first industrialized country, led emissions of carbon
in 1850 with 123 metric tons. In 1900, the United States was already the
world’s largest CO2 emitter, producing 663 tons at a time when the United
Kingdom emitted 420 tons of CO2. The postwar Fordist era brought great
growth in carbon emissions to 2,858 tons in the United States, with large
emission in other industrial powers such as West Germany with 814 tons.
Meanwhile, a focus on heavy industry in the East Bloc led to emission of
891 tons in the USSR by 1960. Export-led growth raised Japanese carbon
emissions to 914 tons by 1980. The era of global industrialization further
raised emissions rates: China became the world’s largest producer of CO2 in
2011 with 9,511 tons. India, though much less central to world
manufacturing, was also on path to becoming a major emitter with 1800
tons of CO2.41

Cumulatively, the emissions produced by multiple waves of
industrialization, globalization, and population growth made human
societies more vulnerable to climate shocks. For thousands of years, human
societies had increasingly managed to decouple prosperity from the level of
climate change in the mostly stable Holocene. But with industrialization,
humans had created a higher level of climate instability with greater
extremes. As the next chapter shows, the effects varied greatly by region,
and some societies were far more vulnerable than others.



CHAPTER SEVEN

The future is now
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In the early twenty-first century, a mountain of climate data and
increasingly sophisticated climate models show rapid climate change and a
foreseeable future of pronounced and accelerating change. Average global
surface temperatures make the trend very clear. As of 2017, there had not
been a month with average global surface temperatures below the
twentieth-century norm since February 1985. In other words, no child,
teenager, or young adult had ever experienced such a month. Even in a
rapidly warming world, individual regions can experience cold and even
record cold at times, but the ratio of record high temperatures to record low
temperatures has rapidly shifted toward record highs.



The strong El Niño of 2015 and 2016 contributed to a period of many
months in a row in which each month’s global average surface temperature
was the highest on record. The El Niño contributed to the spike in warming,
but temperatures during this last El Niño reached levels unprecedented from
any other recorded El Niño event. Through August 2016, the National
Oceanic and Atmospheric Administration (NOAA) reported record high
global average temperatures for sixteen months in a row in a data set of 137
years; that trend lasted until September 2016, which registered as the
second warmest ever.1

Human-driven climate change has measurably increased average global
temperatures. This does not mean a steady linear curve in which warming
takes place at the same rate everywhere. Instead, the overall warming trend
is leading to faster temperatures shifts in particular regions, while causing a
general warming trend globally. Regions in high latitudes, in particular, are
warming at an especially fast rate.

The world’s ocean is seeing the same trend as regions on land. The sea
surface temperature of the ocean has been steadily rising since the 1970s,
with more pronounced warming since the 1980s. The high heat-absorbing
capacity of water, combined with the immense volume of seawater on the
globe, has allowed the world’s ocean to take up an estimated 90 percent of
the increase in heat caused by global warming. The buildup of heat in the
ocean has, in turn, brought far-reaching effects, including changes in ocean
circulation, rising seas, and climate feedbacks.

The Arctic: tundra and boreal forests

The effects of climate change to date can be so subtle as to hardly be
noticeable, but in some regions, the impact of climate change is already so
dramatic that it is hard for anyone to overlook it. The warming trend and its
effects have been especially pronounced at higher latitudes and in the
Arctic. Residents of these regions have already seen remarkable and highly
visible effects. In Alaska, for example, coastal erosion has placed many



communities at risk, and as of the early twenty-first century, some Alaskan
villages were actually trying to come up with plans for relocation.
Dwindling sea ice reduced protection from waves and winds of storms.
Where much of Alaska faces rising sea levels with less protection from
storms, the land here is actually rising in areas where nearby glaciers have
been losing mass. The decrease in weight causes isostatic rebound, or the
rise of land after the weight of ice is reduced or removed altogether. Near
Juneau, Alaska, one property owner built a golf course on land that had
once been underwater.2 Melting glaciers are also creating conditions for
landslides as glaciers recede in mountainous regions. The melting can lead
to slow slumping of the land, but sudden massive landslides have also
occurred in the region of Glacier Bay National Park.



FIGURE 7.1 (a) Muir Glacier in Glacier Bay National Monument, 1941. (b) Muir Glacier in
Glacier Bay National Monument, 2005.
Source: http://nsidc.org/data/docs/noaa/g00472_glacier_photos/images/pair_example_highres.jpg

Within the Arctic, climate change is altering the tundra biome. This
climate region is characterized by very cold temperatures, short growing
seasons, and vegetation composed of grasses and shrubs. Because of the
cold temperatures here, permanently frozen soil, known as permafrost, is
extensive. Much of the permafrost is now melting because of rising
temperatures.Permafrost in the tundra and other cold climate regions
currently stores vast amounts of carbon, equivalent to almost twice as much
as is currently in the atmosphere. The melting of permafrost therefore
creates a scenario to further amplify warming: melting permafrost releases
CO2 as well as methane, which is about twenty-five times more efficient as
a greenhouse gas compared to CO2. In the tundra of northwest Siberia, the
melting of permafrost has apparently given rise to a series of mysterious
craters with a diameter of up to one kilometer. The precise mechanism

http://nsidc.org/data/docs/noaa/g00472_glacier_photos/images/pair_example_highres.jpg


responsible for creating these craters is a matter of debate. In one
hypothesis, the warming has released methane, which then exploded under
pressure. A second explanation attributes the formation of the craters in part
to the rapid melting of ice. In northern Canada, melting permafrost causes
landslides as earth slumps, pushing mud and silt into waterways. Climate
change is also creating drier conditions in the tundra. Warmer temperatures
increase evaporation, and lower snow falls decrease the supply of water.
Northern Alaska, for example, is becoming drier. Many lakes in the tundra
are vanishing.

In the belt of vast boreal forests south of the tundra, the melting of
permafrost has produced a phenomenon called drunken forests or drunken
trees, in which trees list or tilt. Such drunken forests are visible, for
example, in Denali National Park in Alaska as well as in Canada and in
Siberia. Melting permafrost has also created new wetlands. A landscape
dubbed thermokarst has appeared in some regions as ponds form due to
melting permafrost. In areas of human settlement, collapsing ground
undermines and damages roads, power lines, and buildings. Houses sink
and tilt as the permafrost beneath them melts.

In both the tundra and the boreal forests, climate change increases the
risk of fires. With hotter and drier conditions, lightning strikes are more
likely to set organic material such as peat on fire. A lightning strike in 2007,
for example, started a fire along the Anaktuvuk River in Alaska, creating
the largest known tundra fire. Some vegetation has recovered, but a higher
frequency of fires in this biome will release large amounts of carbon
previously stored in soil.3 The consequences of fire in the boreal forests
farther south are also severe. In this region, climate change creates greater
potential for massive fires, whether started by lightning or by humans. In
2016, for example, the residents of Fort McMurray in Alberta, Canada, had
to evacuate their city because of a large wildfire. This large fire in Alberta
cannot be attributed solely to climate change, but the very hot dry
conditions that aid the rapid spread of the fire will occur more frequently as
global warming continues.



Mountainous regions

Along with higher latitudes, higher elevations are also especially sensitive
to the effects of climate change to date. High-elevation mountain ranges
often contain biomes different from nearby lower-lying areas. Even at lower
elevations, mountains often provide habitats for particular species and have
a major effect on regional river systems.

Rising average temperature in mountain regions on average reduces
snowfall and shrinks glaciers. Temperature and precipitation interact to
affect the rate at which glaciers retreat or grow. Thus, in principle, a glacier
could expand in a modest warming period as long as sufficient precipitation
fell as snow. Conversely, glaciers may not expand during colder periods if
there is not enough precipitation. Warming has become the dominant factor
affecting glaciers in recent decades, to the point where most glaciers are
receding worldwide.

Glaciologists have documented the retreat of glaciers in many regions of
the world, but this is one of many effects of climate change that anyone can
easily perceive. Suppose you visited or saw an imposing glacier in the
1970s, 1980s, or 1990s, and had the chance to pay a return visit twenty,
thirty, or forty years later. In case after case, the shrinking of the glacier
would immediately be evident to the eye as a dramatic change in the local
landscape. Returning visitors to Glacier National Park in Montana, for
example, can see the retreat of glaciers for themselves. The same
phenomenon is easily visible in the Alps: glaciers remain, but most have
visibly receded at a rapid pace.

Glaciers in mountains in the tropics, from New Guinea, to East Africa,
to the Andes, are also in retreat.4 As recently as the late 1980s New
Guinea’s highest peak, Puncak Jaya, which stands 4,884 meters, or just over
16,000 feet in height, had five ice fields. However, two had vanished by
2009, and the remaining three had receded sharply. At the Quelccaya ice
sheet in the Peruvian Andes, ice that took 1,600 years or more to form has
melted in just 25 years.5



The melting of ice and permafrost at high elevations affects people in
many ways. Glacial retreat in the Andes led to devastating floods in the
middle of the twentieth century.6 Ongoing melting leaves lakes trapped
behind debris that exposes communities in countries like Bolivia to the risk
of flooding.7 Warming permafrost also poses dangers. Frozen ground
beneath the surface acts as a kind of glue, holding together slopes that rise
at rates that seem impossibly steep to the naked eye. The melting of
permafrost can lead to the sudden collapse of soil, and in the mountains that
creates a higher danger of landslides. In 2006, for example, a section of the
east face of the Eiger, a famed Alpine peak near the mountain town of
Grindelwald, Switzerland, fell down. Rockfalls in the high mountains are
obviously nothing new, but the increased risk posed by melting permafrost
creates greater dangers for mountaineers. Some climbing routes have
become too dangerous to take.

Landslides that plummet into mountain lakes and reservoirs pose yet
another risk. They can create the equivalent of a small tsunami, which can
lead to floods and damage hydroelectric facilities as well as threaten nearby
houses and communities in narrow mountain valleys. Landslides block
roads and railways—even if a road or track is empty at the moment of
rockfall, the debris shuts down roads and rail lines temporarily.

Melting glaciers and shrinking snowpack alter the mountain landscape
and call into question the very identity of some locations long identified
with ice, but the widest effects spread far beyond high mountain ranges.
Shrinking glaciers and reductions in snowpack threaten to diminish water
supplies in many regions of the world. In the tropical Andes, for example,
glaciers contribute to water supply as well as to hydroelectric power, but
glaciers are rapidly shrinking. A farmer in Peru described the problem:
“‘The snow keeps getting farther away,” says Melgarejo, a farmer worried
about his livelihood. “It’s moving up, little by little. When the snow
disappears, there will be no water.” 8 The water supply will not disappear
entirely, but it will drop. The shift in water supply can be sudden, because
glacial melting can actually lead to an increase in water downstream from
glaciers, before the supply suddenly falls off.



In the Himalayas, large quantities of water are stored in the glaciers and
snowpack. Indeed, the region has sometimes been described as the Earth’s
third pole. In fact, the amount of glacial ice still does not match that found
in Alaska and Canada, but the concept points to the importance of the
Himalayas as a source of water for much of South Asia, Southeast Asia, and
East Asia. This is an extremely heavily populated region with India,
Pakistan, China, and the countries of Southeast Asia, so the glaciers that
stretch from the Hindu Kush through the Karakoram to the Himalayas make
up one of the important water sources for a large fraction of the Earth’s
population. In all, some 1.3 billion people live in the basins of rivers fed by
Himalayan snows and ice.

Glaciers are already shrinking and thinning in many areas of the
Himalayas. In Jammu and Kashmir where the streams that feed into the
Indus River begin, glaciers are diminishing, and the same trend is taking
place at the starting points for the Ganges and Brahmaputra Rivers. As
elsewhere, melting can temporarily increase water supplies, making
flooding more likely. But in the long term, the overall reduction threatens
hydroelectric power and human populations as well as plants and animals
that require water.

Reductions in snowpack already affect agriculture in major farming
regions of the world. In the United States, California produces a large
proportion of total food and is also a major exporter for agricultural
products. It not only leads the United States in total agricultural output but
is also the chief producer of a host of crops, including almonds, avocados,
broccoli, grapes, lemons, lettuce, peaches, plums, strawberries, tomatoes,
and pistachio nuts. It also leads the United States in dairy production.
Remarkably, however, much of California does not have abundant rainfall.
Rainfall in the Central Valley, which runs down the center of California,
varies from some twenty inches a year in the north to desert conditions in
the south. California’s agricultural industry depends heavily on water from
the snowpack in the Sierra Mountains in the east. In both the winters of
2013–14 and 2014–15 that snowpack fell well below previous norms.
Measurements in the spring of 2015 determined that snowpack contained



only 5 percent of the average amount of water, and reconstructions of tree
rings indicated that this was likely the lowest amount in 500 years.9 Heavy
snows returned to northern California in the winter of 2016–17, but recent
water shortages may be a harbinger of things to come in a future where
continued warming deprives the Sierra Mountains of much of their
snowpack.

Temperate biomes

Much of the world’s population lives in or near temperate biomes. These
biomes can vary greatly in their level of precipitation, from humid to arid
regions. More prosperous residents of temperate zones have in some
respects been better able so far to insulate themselves from the effects of
climate change, but across the globe, human-driven climate change
reinforces a pattern of extremes. Climate change has increased the
frequency of extreme precipitation events. A warmer atmosphere and
warmer waters provide storms with more potential energy, whatever the
season.

Extreme weather events provide signals of climate change for residents
of temperate regions. No single severe weather event can be attributed to
climate change, but climate science has made rapid strides in the ability to
attribute severe weather to climate change, usually in terms of probability.
Even in cases when analysis does not connect heat to climate change, the
general trend toward warming exacerbates the effects of warm weather,
boosting high temperatures and increasing rates of evaporation.

Recent decades have seen a sharp upturn in the frequency of 100-year
events, weather events that statistically should occur an average of once a
century, or have a 1 percent chance of occurring any given year. Residents
of Washington State, for example, have experienced multiple 100-year
floods on rivers within several years. Flooding elsewhere has occurred with
greater frequency than predicted. Rains in Britain in the summer of 2007
were some 20 percent heavier than any recorded since 1879, and Britain



again experienced severe flooding in the winter of 2013–14—in Oxford
rainfall was unprecedented in nearly 250 years. In this case, climate change
appears to have been a secondary cause of heavy precipitation.10 It is not
possible to prove that a single flood is the result of global warming, but the
increased frequency of events shows a trend toward greater risk. A flood in
New York in 2007 came after heavy rains that would occur on average
every twenty-five years, but that was only five years before the highly
destructive Hurricane Sandy in 2012. New York governor Andrew Cuomo
quipped in 2012 that “we have a 100-year flood every two years now.”11

The frequency of heavy snowfalls has also been increasing even as
overall temperatures warm. This at first may seem counterintuitive, but a
warmer atmosphere results in more evaporation, which leads to more
moisture in the air. This in turn can lead to abundant snowfall when
temperatures cool in the winter. Five of the ten highest snowfalls recorded
in Boston, Massachusetts, for example, have taken place since 1997, and all
five of the snowiest seven-day periods have occurred since 1996 over a
time span with records dating back to 1891.12 So long as it is still cold
enough to snow, warming can lead to more extreme snowfalls, though
continued warming will eventually reduce the likelihood of snow.

Climate change has increased the likelihood of extremes of both
precipitation and drought. Thus, the risk of severe, prolonged drought has
risen in areas already prone to drought. As is the case for extreme
precipitation, no single period of hot dry weather can be attributed to
climate change. On one level that is true, but it is already proving possible
to attribute some extreme events to climate change. Thus numerous studies
have linked Australia’s exceptional heat of 2013 to human-caused climate
change.13 An initial analysis of the massive Russian drought of 2010 did
not find a connection between a heat wave and global warming, but a study
found a high probability that the event would not have occurred in a world
without global warming.14 Moreover, even when a warming trend cannot be
proven to have caused an individual drought, warming exacerbates drought
by accelerating evaporation. In California, heat contributed to drought in



2014 and 2015. Lack of precipitation initiated drying, but heat sustained
and magnified the drought.

Warmer temperatures also affect forests in much of the American West.
Most public discussion of warming focuses on high temperatures, but the
warming trend has also led to higher daily low temperatures. The daily low
temperatures affect the survival rates of larger animals as well as insects
and ticks. In western North America, for example, the trend toward higher
low temperatures has increased the population of bark beetles. Beetles now
feed on trees for much longer periods of time than in the past, and on trees
at higher elevations as well as on younger and older trees. The age of trees
and past efforts to stop forest fires have contributed to the scale of the
infestation, but rising beetle populations are playing a part. Beetles have
killed off large numbers of trees in locations including Alaska, British
Columbia, Colorado, and Montana. Heat and drought also appear to be
weakening aspen trees in Colorado, contributing to sudden die-offs. Further
south, beetle infestations have killed trees in Mexico. Determining the
precise interaction between beetles, climate, and deforestation poses a
complex scientific problem, but in a best-case scenario, persistent drought
places western forests under increasing stress and improves conditions for
beetles to thrive.

Droughts are posing a major challenge to human societies in multiple
regions of the world. A massive drought struck northeastern Brazil in 2013
and continued into 2015. This drought did not cause famine: in that respect
Brazil proved to be resilient, but farmers from the region lost their crops
and livestock. Some were reduced to grinding up cactus to feed cows.15 The
drought expanded in the southeast of Brazil as well, reducing hydroelectric
power and threatening water supply in major cities. Falling production of
Arabica coffee beans led to global increases in prices. Losses of water from
leaks in water systems and theft contributed to the shortages, but high
temperatures and low precipitation exacerbated the crisis. In desperation,
the state government of São Paulo turned to pipelines, but reservoir levels
fell through the fall of 2015. The El Niño of 2015–16 boosted water levels,
but the long-term challenge persists.



In temperate biomes, climate extremes are having especially dramatic
effects on areas that are already arid. China’s western regions, for example,
have suffered from extensive droughts. In China as well as in adjacent
countries of Central Asia, pastoralists have struggled to find sufficient water
and food for their herds. Drought has also damaged agriculture in the
region. The government of China has gone so far as to resettle some people
as “ecological migrants.”16 Severe dust storms have reached major Chinese
cities, including Beijing.

The Tropics

The effects of climate change in tropical biomes remain somewhat
uncertain. It is certainly possible to find evidence of recent precipitation
extremes. In early 2013 regions of northern Bolivia, for example, suffered
the worst floods in twenty years before again enduring severe floods, the
worst in sixty years, in February 2014. “Some people were saying it was the
end of the world,” an indigenous leader said. “We were flooded as never
before and left under a metre and a half of water. The waters killed our
crops—bananas, cassava, pineapples, avocados, everything—as well as our
pigs, ducks and chickens.”17 In January 2015 Malawi in southern Africa
suffered from severe flooding that killed 176 people; injured many more;
destroyed crops, animals, and homes; and displaced a quarter of a million
people.18 The flooding also raised concerns about water contamination and
the spread of epidemic diseases. Here, as in other tropical regions,
deforestation and high population densities exacerbate the damage caused
by heavy rains.

Regions of the tropics have also experienced major droughts. In Brazil,
droughts in the Amazon River Basin aided in the spread of wildfires in
2005, 2007, and 2010, and there were further wildfires in 2013 and 2014.
Individual acts by people can start specific fires, but climate conditions
have intensified fires that burn in the understory of the rain forest far below
the top. Analysis of satellite data carried out by the National Aeronautics



and Space Administration (NASA) found that low nighttime humidity made
such fires more likely.19 During an El-Niño–related drought of 2015–16,
large parts of Indonesian tropical rain forests in regions such as Sumatra
and Kalimantan (the Indonesian portion of Borneo) burned, including areas
that provided habitats for endangered species, such as orangutans. Here as
elsewhere, land-use patterns exacerbated the problem. In this case
deforestation is underway to clear land for palm oil. During the period of
the fires, Indonesia became one of the world’s largest emitters of carbon.

Rising seas and coastlines

From the tropics, through temperate zones, to the Arctic, climate change
has brought rising sea levels. Sea level has risen more than 200mm, or
around eight inches, since 1880. The pace of sea-level rise has increased in
recent decades, from an average of 1.7mm per year during the twentieth
century to nearly twice that rate, 3.2 mm per year, since 1993. There are
two main contributors to global sea-level rise—one is the melting of ice
caps and glaciers, which currently accounts for about two-thirds of
observed increase. The expansion of water as it warms, thermal expansion,
accounts for the remainder of sea-level rise to date. The rates can vary
locally due to land subsidence or rebound as well as gravitational effects.
Along the Gulf of Mexico coast, for example, sea level rises at a faster rate
than the global average due to the sinking of land there.20 Parts of Alaska,
in contrast, see falling sea levels due to the continuing rebound of the land
surface even after glacial-era ice sheets melted by 6,000 years ago.

The present-day melting of glacial ice adds a complex picture to regional
sea-level rise. In regions with large ice sheets, such as Greenland and
Antarctica, the gravitational attraction between ocean water and the massive
ice sheets causes sea level to rise locally—the gravity from the ice sheets
essentially pulls ocean water toward it. When this ice melts, it will add
water to the ocean and therefore increase global sea level, but the loss of
mass locally will remove this gravitational pull, and local sea level will



drop in response. Locations close to the ice sheets will therefore experience
less sea-level rise, or even a drop in sea level, while locations farther afield
will see even greater sea-level rise. The locations most affected by this
shifting of the Earth’s mass will depend in large part on which massive ice
sheets lose the most mass—those in Greenland or Antarctica. Adding to the
shifting of gravity will be the crustal rebound associated with the mass loss.

The effects of sea-level rise to date have been most dramatic in low-
lying areas, including small island states. In the Indian and Pacific Oceans,
several island states already face a dire threat to their future. Kiribati, one of
these threatened states, is made up of several atolls and reefs in the Pacific
Ocean, approximately 1,000 miles south of Hawaii. The total population of
approximately 102,000 people lives mainly in the chain of the Gilbert
Islands, with the largest number on the island of Tarawa. Almost the entire
area lies below an elevation of five meters above sea level, and some of the
reefs and atolls barely rise above the sea. Rising seas in such a low-lying
area are already damaging the water supply. The government of Kiribati has
purchased land in Fiji to provide a possible eventual refuge when rising
seas displace the population.

Tuvalu, a series of reefs and atolls in the Pacific Ocean between
Australia and Hawaii, faces similar threats. Higher tides bring saltwater
deeper into the islands. In 2014, Tuvalu’s prime minister, Enele Sapoaga,
described his country’s predicament, “We are caught in the middle, and
certainly in Tuvalu, we are very, very worried—we are already suffering,”
Sapoaga added, “It’s already like a weapon of mass destruction, and the
indications are all there.”21

There are also low-lying island nations in the Indian Ocean, including
the Maldives. The islands that make up the Maldives have a population of
some 400,000. The highest of these islands is not more than 2.4 meters
above sea level. Erosion and the threat to water supply is only one of the
problems the Maldives faces. Islamic extremists have gained a following,
and the former president, who gained significant international acclaim for
his warnings about the threat of climate change, was detained and sentenced
to prison in 2015.



Collectively these island nations have been termed small island
developing states. They will not wash away entirely in the immediate
future, but they face a major common challenge, as their organization
stated: “As their population, agricultural land and infrastructure tend to be
concentrated in the coastal zone, any rise in sea-level will have significant
and profound effects on their economies and living condition.”22

These and other low-lying islands contain only a small fraction of the
world’s total population. They therefore contribute very little to overall
carbon emissions or to human-driven climate change. They demonstrate a
larger problem that extends far beyond the comparatively small island
states: many of the populations that are and will be most affected by climate
change have played little role in creating the conditions that will shape their
future. They have no chance, on their own, of making cuts in emissions on
the scale that would be necessary to curb the worst-case scenarios for sea-
level rise.

The threat is particularly great in low-lying island states, but sea-level
rise is already affecting populations in other regions around the world.
Indeed, sea-level rise is already having a disproportionate effect on human
populations because such a large share of the world’s human population,
some 40–44 percent, lives in coastal areas. In both developed and
developing countries, large populations dwell along the coasts. In the
United States alone, many major cities are clustered along the seaboard on
both the Atlantic and the Pacific coastline. As of 2010, some half of the
total US population lived within fifty miles of the coast, and nearly 40
percent of the population lived in areas designated as coastal shoreline
counties. Much the same patterns of habitation can be found in Central and
South America, Africa, Asia, and Europe. Some large population centers
that do not lie directly on the coast are located in basins of tidal rivers.
London is a prime example.

In many regions the most immediate effects have been felt with what is
termed “nuisance flooding.” Such floods may briefly close roads or force
businesses and homeowners to purchase pumps to remove water from
basements. This innocuous-sounding phrase is accurate insofar as it



describes the nuisance that can be caused by minor flooding, but fails to
convey the reality of a trend toward greater flooding that will create far
more damage and risk than minor irritation and inconvenience. In places
where a hurricane may have caused floods in the past, smaller events can
cause similar effects, and a large hurricane would cause much greater flood
damage than in the past.

The area around Newport News, Norfolk, and Hampton Roads in
Virginia provides a striking example of the effects of sea-level rise. Local
homeowners, businesses, and nonprofits must now regularly deal with
flooding. Municipalities and homeowners are already raising buildings.
Some, who can afford to do so, pay to have their houses raised up on jacks
so that new, higher foundations can be poured. Local residents have to
come up with different ways to navigate their region as flooding closes
roads. The combination of sinking land and rising sea level also creates
problems for the US military, which operates the world’s largest naval base
at Norfolk, Virginia. The US Navy is raising piers. Defense contractors
have also had to raise their power supplies to get them farther away from
the water.

Such flooding has become increasingly common in northern Chesapeake
Bay. In Annapolis, Maryland, nuisance floods that occurred about four
times a year in the 1950s had increased to the point where they occurred
about forty times a year by 2014.23 In Washington, DC, nuisance flooding
strikes with more frequency along the Potomac River, affecting
neighborhoods such as Georgetown. A coastal community on an island in
the Chesapeake is already experiencing dramatic threats from rising seas. A
report from the US Army Corps of Engineers from 2015 found that just a
third of the land area of Tangier Island in Virginia’s area of Chesapeake Bay
remained of the land that had existed in 1850.24

Rising seas affect areas further south along the Atlantic Ocean. Coastal
communities along the Gulf of Mexico coast have been particularly hard
hit, showing the fastest rates of sea-level rise in the United States. In
southern Louisiana, where local sea level rise tops 9mm per year, floods
frequently cut off the small community of Isle de Jean Charles. More than



one million people in Louisiana alone live lower than six feet above the
high tide line.25 Large parts of the state of Florida are also located at very
low elevations, including the city of Miami, where sea-level rise
exacerbates flooding. Miami is especially vulnerable because it is built on
limestone, and water can easily seep up from below streets and foundations
even as higher seas make flooding more likely during high tides. The
problem is especially severe along Miami Beach, which is built on barrier
islands.

For large populations in South Asia, rising seas create a far greater threat
than mere nuisance. In Bangladesh, higher seas bring damage for both rural
and urban populations. Rising waters at low-lying villages in the Ganges
Delta have ruined fresh-water supplies and increased the salinity of soil.
Storms cause greater damage, and many villagers have found themselves
forced to move. The encroaching waters have combined with other factors,
such as economic incentives, to increase migration to Bangladesh’s capital,
Dhaka. The International Organization for Migration calculated that some
70 percent of migrants to Dhaka moved after some kind of environmental
hardship.26 Seasonal migration in Bangladesh between the countryside and
the city has long provided rural residents with a source of income and food,
but many one-time seasonal migrants are no longer returning to their former
homes. This will not however provide a secure long-term refuge if sea-level
rise continues unabated because Dhaka itself lies at an elevation of only a
little above fifty feet above sea level, and parts of the metropolis, including
slums filled with rural migrants, lie at even lower levels. Dhaka is not alone
in facing a growing risk of floods. Many other major Asian cities, including
Mumbai, Ho Chi Minh City, and Shanghai lie along coasts.

Africa is also home to many cities threatened by sea-level rise. Dakar,
the capital and largest city of Senegal in West Africa, for example, has
suffered from numerous floods in recent years. Rising sea levels exacerbate
the problems caused by rains. Mayors from other coastal towns in Senegal
have reported repeated and persistent flooding. Lagos, the largest
metropolitan area in Nigeria, also lies close to sea level. Much of the urban
area stands at less than two meters elevation. East African coastal areas face



similar risks. Low-lying cities such as the ancient port of Mombasa in
Kenya have experienced heavy flooding in recent years.

Oceans

Sea-level rise is one indicator of the climatic changes occurring in the ocean
as a result of global warming. Much of the warming that occurs in the
atmosphere is soaked up by the ocean, increasing ocean temperatures and
ocean heat content globally. Surface waters have warmed by around 0.5°C
since the 1970s, with an average warming rate of 0.11°C per decade.27 This
translates into an increase in heat content on the order of 100TW, nearly six
times the amount of energy that humans use globally.

The increase in ocean temperature has implications not only for rising
seas but also for marine life as well. Warming oceans have already led to
movement in fish stocks. Anglers off the west coast of the North America in
2014, for example, noticed species of fish that typically would only be
found well to the south. Waters off the coast of Alaska became so warm that
fish such as skipjack tuna turned up, even though there had not been a
documented case of such a fish appearing in Alaskan waters since the
1980s.28

Drought and warmth combine to threaten some fish. In California, low
precipitation and high temperatures imperil the run of the Chinook salmon.
Continued warming could eliminate the southern end of the range in which
salmon have previously lived.

Warming oceans reinforce the effects of overfishing to further endanger
already depleted fish stocks that are sensitive to water temperature shifts.
Waters off of New England provide an example of one such ocean region.
For years fishermen and federal regulators have disputed the condition of
the cod fishery off the coast of New England in the Gulf of Maine. The
once-ubiquitous species, the source for the name of Cape Cod, has become
increasingly hard to find. In an effort to restore the cod population, NOAA
has created increasingly sharp limits on cod fishing. This plan addresses the



effects of overfishing, but warming waters may also be contributing to the
movement of cod. Warming in the Gulf of Maine affects the balance of sea
life. Along with cod, the population of northern shrimp has declined
sharply, and federal regulators closed down the entire northern shrimp
fishing season in the winter of 2014–15. The population of green crabs, an
invasive species introduced from Europe, has increased sharply as the Gulf
has warmed, and the green crabs have in turn reduced the number of soft-
shell clams. Black sea bass, a fish species previously found to the south,
have also been turning up in larger numbers. Some fishermen are concerned
that the black sea bass will eat small lobsters, but Maine’s lobsters face
another threat from warming waters. In Long Island Sound, the lobster
fishery has collapsed. This is the very southern edge of the range of the
lobster. Pollution may have contributed to the disappearance of lobsters
from these waters, but the lobsters also are suited for colder waters. If the
waters of the Gulf of Maine continue to warm, lobsters could move away
from the region altogether. This would certainly not be the most drastic
outcome of human-driven climate change, but it would be a blow to an
iconic animal and industry.

Off the east coast of Australia, the Great Barrier Reef provides one of
the most striking examples of the threat of global warming to coral reefs.
Warmer waters, human activity, and pollution combine to damage the reef
itself and many of the organisms that depend on it. Climate change is vastly
increasing the likelihood of ocean warming that contributes to bleaching
events, which occur when the algae that live symbiotically within the coral
reef structure are expelled due to rising temperature. The winter of 2016–
17, which is summer in the Southern Hemisphere, brought a major
bleaching event to the Great Barrier Reef. Coral reefs in some regions have
remained resilient, but episodes of bleaching show that climate change is
already a threat to these remarkable formations.

Warming temperatures and associated bleaching events, along with
pollution, are not the only threat to coral reefs. Ocean waters are becoming
more acidic as a result of the rise in CO2. As atmospheric CO2 increases, so
too does CO2 dissolved in the surface ocean, though this uptake may



decrease as ocean waters continue to warm. When CO2 dissolves in water,
it reacts with the H2O to create carbonic acid (H2CO3), which then
dissociates into ions. The overall result is an increase in the water’s acidity,
indicated by a decrease in seawater pH. The ocean has absorbed an
estimated 30-50 percent of the CO2 released by the burning of fossil fuels29;
the acidity has, in turn, increased approximately 30 percent since the
beginning of the industrial revolution30.

Acidification poses a threat to any organism with a shell made of
calcium carbonate because the added acidity inhibits carbonate shell
formation. The effects are already evident in areas such as Puget Sound,
which has more corrosive waters due to the upwelling of CO2-rich waters.
In the Pacific Northwest broadly, acidic waters have started to dissolve
shellfish. Larval oysters started to perish in large numbers as early as 2005.
Area shellfish producers responded by adjusting the water acidity in
hatcheries for oysters.

Adaptation

By the late twentieth and the early twenty-first century anthropogenic
global warming had already started to reverse a trend in which increasingly
complex societies had gained more ability to withstand climate fluctuations
of the Holocene. Over many centuries, technological improvement,
scientific gains, fast transportation, and effective administration reduced the
dangers of drought and provided more capacity to withstand other
fluctuations with minimal harm. However, climate extremes started to
become far more damaging, leading to a renewed focus on the idea of
adaptation.

Drought has encouraged and indeed forced communities across the
world to consider water-saving measures with varying effectiveness. In
California the drought that began in 2011 grew so severe that some
Californians cheered when they saw raindrops. The state introduced
stringent water conservation measures in the summer of 2014, but struggled



to meet the water reduction targets over several months. In Brazil,
government authorities were slow to respond to the depletion of water in
reservoirs that supply massive cities like São Paulo, but eventually reduced
water pressure to decrease flow and gave discounts to those who cut water
use. In Australia, water restrictions aimed to curb urban consumption of
water during recent droughts.

Major drought-stricken areas imposed some water restrictions, but to a
significant degree, the main response in many regions consisted of hoping
that rains would return to sufficient levels. Drought-affected regions from
California, to the American Southwest, to Brazil, and to Australia face the
prospect of a new normal with overall drying and long periods of time with
limited water. Adaptations for the long term include systematic measures to
encourage the use of graywater, or employing water used for showering,
bathing, or washing clothes for other purposes, such as watering plants and
trees. Cities in arid regions are also turning to programs to encourage
homeowners to take out lawns and replace nonnative grass with desert
landscapes.

Options for adaptation to rising seas range from wetlands restoration, to
lifting up buildings, to creating massive storm barriers. The Netherlands,
with a wealth of experience in living at or below sea level, has provided a
vast store of information and data. However, storm surge barriers, erected at
great expense, cannot protect all coastal areas, even in affluent societies,
and plans to hoist buildings then raise the question of what to do in the
future as sea levels continue to rise. The public, in many regions, has
demonstrated reluctance to come to terms with the challenge posed by
rising seas.

In the United States, controversy over changes to the federal flood
insurance map dramatized some of the likely challenges of adaptation. In
2012 the US Congress authorized the Federal Emergency Management
Agency (FEMA) to draw new flood maps because the US national flood
insurance program was in debt. FEMA then issued revised maps that
marked an expanded area as prone to floods. As a result, homeowners in
many regions confronted soaring insurance bills that increased by thousands



of dollars. Constituents contacted their elected representatives, and in 2014
Congress reversed most of the changes to the flood insurance program. The
financial shock to homeowners was significant, but the new flood risk maps
did not even take into account the effects of rising seas. The entire episode
suggested that the public is not ready to come to terms with the real cost of
attempting to adapt to climate change.

On the local level, many communities have sought to begin to adapt to
rising seas. Miami Beach, for example, has built new pumps and sewers,
but this is an adaptation without a projected end point for the change that
requires adaptation. Still, Miami Beach’s mayor speaks of hoping to buy the
city fifty year’s time.

Cost is an obvious obstacle to adaptation. Projects to build protective
seawalls and jetties at Tangier Island in Chesapeake Bay, for example, run
into the millions of dollars, and more ambitious projects would easily cost
tens of millions of dollars: none, of course, would actually curb rising sea
levels. Adaptation projects require projections of future sea-level rise, but at
present with a continuing rise in carbon emissions, it is impossible to find a
reasonable end point for that process. Expensive projects that might protect
against a sea-level increase of one foot for example, would have to be
replaced by still further projects.

Local leaders and activists have forged a broad movement to make
communities more resilient to the effects of climate change. As
international efforts to curb global warming have lagged, a host of
communities around the world have explored measures for responding and
adapting to a rapidly shifting climate. A meeting of representatives of local
governments from around the world produced a charter in Durban, South
Africa, in 2011 that called for “mainstreaming adaptation as a key
informant of all local government development planning,” and regular
meetings between civic leaders have continued at the international level.31

In the United States, local elected officials created Resilient Communities
for America in 2013. Many cities and towns now make resilience in the
face of climate change part of their planning process, but all of these plans,
however well crafted, face a common problem: how can planners calculate



the end point for change? How can communities adapt to extremes that
exceed the projections for any given time period? Local and state politics
have also challenged the effort. In North Carolina, for example, a law
passed in 2012 banned the state from taking into account scientific
projections of sea-level rise when conducting coastal planning.

Adaptation is also taking the form of exploiting new opportunities. On
balance, accelerating climate change will severely disrupt human societies,
but as many cities face rising seas and key agricultural regions suffer from
extremes of drought and flooding, some regions may become more
hospitable for growing crops. Indeed, in the public discussion over policy
responses, some voices rejecting intervention tout the marvels that they
claim warming will bring to the world. On a very small scale, the gains for
farming can be seen in Greenland, where yields of potatoes and vegetables
have increased. In Britain, winegrowers are exploring the possibility of
boosting future production. On a much larger scale, farmers in countries
such as Canada are growing grain further north and increasing production
of corn.

Warming is unleashing efforts to exploit resources from areas that are
becoming more accessible for shipping as well as for mining and other
extractive industries. The search for trade routes in far northern waters is
old. Before Europeans had fully determined the geography of northern
North America, they sought an elusive northwest passage, a route that
would take them north around North America, en route to Asia. In the
1570s Martin Frobisher, an English explorer, led expeditions in pursuit of
the passage. Other explorers followed. Henry Hudson sailed into Hudson
Bay—he was last seen when his crew mutinied and placed him with his son
and a few other crewmen into a small boat. There were other attempts, but
the first successful crossing took place only in 1906 when the Norwegian
explorer Roald Amundsen completed a three-year expedition.

The melting Arctic has raised new interest in a possible future northwest
passage viable for shipping. North of Eurasia, shipping interest in the
Russian North Sea Route is also increasing. Russia has carried out naval
exercises in the area, and a container ship took the route.



Energy and mining companies have also sought oil, gas, and mineral
deposits in the Arctic. Conditions are still severe enough to create setbacks:
on December 31, 2012, Royal Dutch Shell’s immense Kulluk drilling rig
ran aground in Alaska. Shell began drilling again in the summer of 2015,
but high costs and disappointing findings prompted the company to halt its
operations. Norway in 2014 opened up the South Barents Sea for
exploration. The country’s future as an oil and gas producer depended on
more finds: “For Norway to continue to be a long-term reliable supplier of
oil and gas it is important to explore for and develop,” the deputy oil and
energy minister explained.32 In early 2015 Norway offered new oil leases in
the Arctic. Such drilling creates the potential to magnify the feedback
effects of rapid warming at high latitudes: more production of oil will
generate still more CO2.

Climate conflict

As of the early twenty-first century, climate change already contributed to
competition and conflict. Such competition took numerous forms, including
the pursuit of mineral and fossil fuel reserves, rivalry over water, and
possibly even armed conflict.

In the Arctic, the potential for exploiting warming to extract natural
resources has led to new competition. Canada and Russia sought to assert
sovereignty in the Arctic. Both countries carried out military exercises. The
claims for sovereignty inspired a new wave of interest in identifying the
boundaries of continental crust, including the ownership of the Lomonosov
Ridge, a submerged ridge between Russia and Greenland. Russia based its
sovereignty claims on the Lomonosov Ridge, which, according to Russia, is
an extension of that country. Canada made similar arguments about the
ridge because its southwestern edge sits at the location of Ellesmere Island,
a large island in the Canadian arctic. In 2007, a Russian submarine planted
a flag deep in the ocean beneath the North Pole. In 2014, Denmark



countered that the area around the North Pole was connected to the
continental shelf of Greenland, which belongs to Denmark.

Drought exacerbated by climate change contributes to tension and
discord in many settings around the world. Even in cases in which a
particular drought cannot be attributed to climate change, higher heat
increases evaporation. In developed countries drought has set off
competition between water users. In the American West, for example,
shortfalls of water have pitted consumers, often urban and suburban
residents, against farmers and agricultural producers. In Texas, farmers sued
when state regulators sought to restrict water supply in order to keep water
flowing to residents and industries. Water rights have been divided up, with
precedence often awarded to the oldest claims, but population growth and
development have placed far more stress on water supplies, and drought has
intensified emerging conflicts.

The lines of conflict are often complex. California, for example, is not
just the dominant almond producer in the United States but also in the entire
world. Production tripled since the 1990s with rising demand domestically
and growing exports globally. Almond cultivation requires extensive water,
but so too do other crops, notably alfalfa, and it is difficult to identify which
crops are most deserving of water when supplies run short.

Drought has also intensified competition for water between major
agricultural water consumers and Californians who wanted to protect the
state’s population of Chinook salmon. Warm shallow waters place the
Chinook salmon at risk in the Klamath River system in northern California
even though much of the area’s waters are now diverted to sustain
cultivation of almonds, other nuts, and fruits in the San Joaquin Valley to
the south. A winter of heavy snow may relieve the competition in the short
run, but in a warming world, a return to drought is likely to lead to renewed
tensions over water.

States also compete for water. In the western United States, seven states
share water from the Colorado River Basin, but total demand exceeds
supply. Arizona and California, in particular, dispute control of water from
the Colorado River. Similar competition has intensified in many drought-



affected regions and countries, including Brazil. Plans to divert water from
the São Francisco River, a major river in eastern Brazil, to the northeast
raised debate. Opponents charged that the project would benefit large
agricultural interests over residents of the arid northeast. Brazil’s largest
cities have also disputed control over water. Drought and water shortages in
late 2014 generated conflict over water resources between the cities of São
Paulo and Rio de Janeiro. Rio objected to a São Paulo plan to tap a
reservoir that feeds water to Rio.

Competition for water also pits countries against each other. In northeast
Africa, Ethiopia and Egypt have disputed the use of the waters of the Nile
River. The very first civilization to emerge in Egypt depended on the Nile
and its annual flooding for irrigation. Modern Egypt, if anything, relies on
the Nile even more now, not only for irrigation and water but also for
electricity. The enormous Aswan Dam on the Nile has generated as much as
half of Egypt’s electricity. Plans for constructing a large dam in the
headwaters of the Blue Nile, one of the two main tributaries of the Nile, in
Ethiopia have caused alarm in Egypt as well as in Sudan.

The precise connection between precipitation and conflict remains
complex. Pastoralists in recent decades may have been more likely to enter
conflict during years with plentiful rain when livestock raiding increases.33

However, extreme deviation from the norm, either years of extreme drought
or heavy rain, is associated with social conflict.34

Water shortages have contributed to growing tension and even violence
between residents of East Africa.35 In Ethiopia and Kenya, pastoralists have
increased their range in search of forage for their animals, but this search
for food has also increased friction and conflict over water. Declining water
levels in Lake Turkana of northern Kenya have led pastoralists to move
farther in search of water, increasing the chances of conflict. Indeed,
interviews conducted in 2014 by Human Rights Watch described such
conflicts.36

In West Africa the use of the waters of Lake Chad has set off
competition for a valuable dwindling resource. A once large but shallow
lake in the Sahel grasslands on the south of the Sahara, Lake Chad has lost



a large part of its surface area in recent decades—from approximately
25,000km2 in the early 1960s to less than 1000km2 today. Climate change
has combined with human water use to lead to this overall reduction.
Conflict between Cameroon and Nigeria over the lake ended with a 2002
decision by the International Court of Justice in favor of Cameroon, but
pastoralists, farmers, and fishermen continue to compete for water in the
region. Drought and the extension of desert are leading pastoralists to move
farther south in search of grazing lands in Central Africa.37 The loss of
water in the Lake Chad Basin made the region vulnerable even before the
rise of the militant Boko Haram movement, which in 2009 initiated warfare
to seek to create an Islamic state. Boko Haram carried out systematic
attacks on farmers, creating famine. The combination of famine and climate
change has propelled large flows of internally displaced persons and
refugees.

As climate change accentuates extremes, drought has emerged as a cause
not only of competition for water resources, or even of armed violence
between local groups, but also as a contributing cause of war. Analysis of
the role of climate change in war and peace parallels the broader study of
climate in human history. In place of merely seeing climate as background,
ongoing research into causes of war now identifies climate change as a
significant variable or possible cause. But as for climate history in general,
a counterargument in security studies cautions against the idea that a
particular change in climate necessarily leads to or determines a particular
outcome.38 Drought does not by itself make war inevitable or determine the
outcome of any given war, but it increases the pressures for war in societies
that are already suffering from other conflicts and facing other forms of
instability. El Niño years, in particular, increase the chances for new
conflict.39

Drought interacted with other factors to promote the rise of political
conflict and of war in the Middle East. In December 2010, a wave of
protests and uprisings in much of the Arab world started after a Tunisian
fruit seller burned himself to death in protest against police corruption. This
sequence of challenges to many regimes became known as the Arab Spring.



Some governments engaged in harsh crackdowns, and in others, the
struggle for power produced complex prolonged violent struggles between
multiple forces.

The Arab Spring stemmed most immediately from political and social
discontent with authoritarian and corrupt regimes, but growing discontent
also rose from reaction to the effects of drought. A scholar of this problem
described climate as a hidden stressor or as a “sudden change in
circumstances or environment that interacts with a complicated
psychological profile in a way that leads a previously quiescent person to
become violent.”40 Countries, including Syria and Libya, had been
suffering from severe drought for several years before the Arab Spring.

There were multiple paths from drought to political upheaval. Drought
combined with population growth and a lack of effective government
response to encourage large numbers of farmers and pastoralists to migrate
to cities in Syria. At the same time drought in other regions of Eurasia
contributed to instability in the Middle East. Grain supplies, already
depleted by the Russian summer drought of 2010, fell when a drought in
China caused the failure of the Chinese winter wheat harvest in 2011 and
led China to expand its imports of wheat. The Chinese drought along with
warm weather in other wheat-growing areas reduced supplies of wheat and
drove up global prices. The price hikes hit the Middle East and North
Africa especially hard, because countries in the region were already major
wheat importers. Thus, Egyptians found themselves paying ever-higher
shares of their income for wheat just as the protests of the Arab Spring
gathered strength. Drought did not initiate the Arab Spring, but it multiplied
the level of resentment and discontent.

Across North Africa, climate change in the early twenty-first century
interacted with economic trends and conflict to help generate migration.
The largest numbers of displaced persons move within Africa. Thus, Boko
Haram and counterstrikes by the Nigerian government combined to displace
more than 2 million people. International law classifies those who move
within the borders of their country as internally displaced persons (IDPs).
Smaller numbers of Africans travel all the way to Europe. They undertake



this difficult and often dangerous journey for many reasons, but unreliable
rains add to the reasons for venturing north from countries, such as Mali
and Niger. In the Horn of Africa, severe drought has also heightened
insecurity caused by war to boost both the numbers of migrants and of the
internally displaced.

The rich and the poor

After centuries in which complex societies built up greater resiliency to
climate fluctuations, many residents of wealthy societies today may
overlook some of the obvious signs of climate change. Gardeners who have
cultivated plants for years have noticed changes in the growing season, and
outdoor sports enthusiasts have detected changes in the seasons, but an
affluent citizen of a Western society who spends hours each day in a
climate-controlled house, vehicle, or office can easily miss these changes.

Climate change has long had varied effects for different groups of
people. In early human prehistory, hunter-gatherers proved able to adapt to
a wide range of local and regional environments. The rise of agriculture had
mixed effects. Complex societies stored food, in principle becoming more
resilient to climate fluctuations, but climate shocks could prove more
damaging to societies with built-up infrastructure than to hunter-gatherers.
In some circumstances, ruling elites that depended on the intense extraction
of large quantities of resources could even find themselves most vulnerable
to climate shifts.

More recently, the pendulum of greatest risk has swung away from elite
groups. The continued development of advanced societies has for the time
being placed the less affluent and less powerful at greatest risk. The most
vulnerable, people with limited resources living in very low-lying areas,
feel the effects first, and regimes that have already suffered from other
major problems face the greatest shocks. No amount of wealth or power
confers absolute and total immunity from the effects of floods, storms, or
drought, but the wealthy can better protect themselves from suffering some



of the worst effects. A resident of a small parcel of land on a deforested
hillside, for example, is far more likely to suffer severe consequences from
flooding than is the owner of a large, well-maintained house on a parcel of
land with retaining walls. In similar fashion, a villager along the coast of
Bangladesh is likely to have much less chance of recouping losses after
flooding than is the case for a homeowner along the East Coast of the
United States.
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As of the late twentieth and early twenty-first century, the mounting
evidence that climate change was already affecting human societies did not
yield a public consensus on key questions. Even after an overwhelming
majority of climate scientists concluded that human activity was driving
climate change, this basic finding came under attack. Such public
controversy, in turn, manufactured misperceptions about the scientific
consensus of anthropogenic warming. Real scientific debate does not focus
on the role of humans in climate change. Climate scientists instead focus on
identifying and measuring the effects of climate feedbacks and on
projecting the rate of change.

Climate change and human history have become so closely connected
that it is not possible to separate one from the other. Complex societies over
millennia and centuries became more resilient to climate shifts, but we have
now reached the end of any trend toward decoupling between the fortunes



of human societies and climate change. Because human activity has become
a prime agent of forcing, current and future human energy use will shape
future climate change. In any reasonable scenario, we now confront
momentous choices about what future we wish to live in.

Attacks on climate science

Climate science grew at a rapid pace in the late twentieth and early twenty-
first centuries. Scientists from around the world expanded knowledge of
almost every aspect of climate science and of the history of climate. They
published findings both in existing scientific journals and in new journals
dedicated to particular fields of climate science. To inform responses, the
United Nations in 1988 established the Intergovernmental Panel on Climate
Change (IPCC). The IPCC produced its First Assessment Report in 1990,
and has continued to create reports every five or six years, leading up to the
Fifth Assessment Report in 2013. In 2007, the IPCC, along with former US
vice president Al Gore, received the Nobel Peace Prize for efforts to
publicize the latest information about climate change.

At the same time, a strong backlash against climate science emerged in
several countries in a variety of forms. Industries that would likely face
adverse effects from regulation of carbon emissions in some cases
supported efforts to cast doubt on climate science. The level of political
division over climate science varied greatly by country, but in the United
States, significant numbers of elected political leaders publicly denounced
or questioned the validity of climate science. The strongest political
opposition to climate science in the early twenty-first century was found in
the Republican Party and in regions with major fossil fuel industries. Public
opinion surveys showed sharp differences along party lines in the
percentage of Americans who accepted that the Earth has been warming or
who thought that it was an important issue. Scattered political leaders have
also expressed skepticism about climate science in countries such as
Australia and Canada. Beyond political institutions, varied organizations



and Internet sites attacked or worked to discredit the findings of climate
science. Several large broadcast, online, and print media platforms
amplified these voices.

It is possible to see the effects of such political mobilization in
controversies over the “hockey stick,” the Climate Research Unit in the
United Kingdom, and the IPCC. The “hockey stick” refers to the curve of a
graph first published by climate scientists Michael Mann, Raymond S.
Bradley, and Malcolm Hughes in 1998.1 The graph plotted global
temperatures since 1400 CE, later extended to the past two millennia, and
showed a sharp rise at the end toward the late twentieth century, a shape
that resembled the outline of a hockey stick. In 2001, the IPCC placed the
graph in its Third Assessment Report. In response, a campaign sought to
discredit the scientists and the report by attacking the validity of the graph.
These attacks gained public attention, but multiple scientific assessments of
historical temperature trends confirmed the findings of a sharp temperature
increase from the original hockey stick graph.

In another major attack on the scientific consensus that human activity is
causing climate change and warming, still unidentified hackers broke into
e-mails at the Climate Research Unit at the University of East Anglia in
England, the major climate research center in the United Kingdom.
Selective leaks of excerpts taken out of context aimed to create the
impression that climate scientists were engaged in conspiracy, but multiple
findings and inquiries found no evidence of any such improper action.
Finally, a paragraph in the IPCC Fourth Assessment Report on the future
pace of melting of Himalayan glaciers was found to be faulty, leading to
additional claims of conspiracy by skeptics.

Some of the climate attacks stem from a lack of understanding of the
science itself. The term “global warming” conjures perceptions that each
day will be warmer than the previous; in this view, a cold or snowy day is
enough to dismiss the idea of a warming trend. A more sophisticated
argument, but along the same line of thinking, has recently emerged with
the idea that global warming has stopped. Even as CO2 continues to
increase, the temperature record has not kept pace in the past decade.



Skeptics have seized on this apparent hiatus in the temperature rise as
evidence against a warming trend. Climate scientists, in contrast, have
pointed out that the warming continues—some have noted that much of the
added energy is showing up in the ocean rather than in the atmosphere,2
while others argue that there is, in fact, no hiatus at all.3 By 2014, most
temperature data sets showed that year to be the warmest on record. All of
the major global surface temperature data sets then found that 2015 set a
new record for warmth, and most subsequently determined that 2016 set yet
another new record. Most of the warmest years on record have occurred
since 2000. Indeed, by NASA’s analysis, sixteen of the seventeen warmest
years have occurred since 2001.4

In no case did any of these campaigns or controversies alter the
fundamental scientific consensus that human action is leading to climate
change, but mobilization against climate science helped heighten
differences in perceptions of climate change in different countries. A public
opinion survey released in 2014, for example, revealed major differences
between countries in the percentage of respondents who answered that
climate change is “largely the result of human activity.” In the United States
54 percent of respondents took that position, a total somewhat lower than
the 71 percent in Canada, and far lower than in many other countries such
as 79 percent in Brazil, 80 percent in France, 84 percent in Italy, and 93
percent in China.5 Survey results vary over time, and different questions
produce different results, but respondents from the United States continued
to view climate change with less urgency than do respondents in most other
regions. Another survey released by Pew in 2015 found that 41 percent in
the United States agreed that “climate change is harming people now,” a
lower proportion than the 48 percent in Asia and the Pacific, the 52 percent
in Africa, the 60 percent in Europe, and the 77 percent in Latin America.
Only respondents from the Middle East, at 26 percent, answered yes less
often.6

Climate projections and uncertainties



Climate scientists use an array of global climate models (GCMs) to attempt
to predict how greenhouse gas emissions will change the Earth system. The
GCMs use established mathematical formulae to simulate climate processes
and can take into account various emissions scenarios. The first GCMs,
dating back to the 1970s, had comparatively fewer parameters of the
climate system, but models have grown in complexity and sophistication
since that time, lending greater confidence to their projections. In its most
recent report, the IPCC selected four “representative concentration
pathways” (RCPs), which cover a range of possible emissions scenarios.
Climate projections for a future in which we continue to follow our current
same trajectory are sobering at best. Even with aggressive climate policies
to curb emissions, global temperatures will likely climb at least 1°C.7 A
high emissions trajectory would likely raise average temperatures by more
than 3°C by the end of the twenty-first century, to levels above those ever
experienced in human history.8 These are not necessarily the high-end
estimates because even the high emissions pathway could lead to even more
extreme outcomes produced either by climate feedbacks or by expanding
energy production and consumption that does not simultaneously shift
sharply away from carbon.

Continuing along our current path would also lead to greater increases in
sea level. Previous projections forecast average global sea-level rise of up
to one meter by 2100, but new studies have doubled that estimate.9
Growing knowledge about the effects of warmer oceans on ice sheets
shifted projections toward these greater increases. Detailed research and
modeling of melting both from above and below ice sheets has raised the
prospect of greater instability and faster melting of ice in both Greenland
and in Antarctica. The end result, in either case, would be faster sea-level
rise. Research into possible feedback effects has yielded even more dire
estimates for the possible maximum effects of a high emissions path. Thus,
the famed climate scientist James Hansen and colleagues have noted
possible sea-level rise on the order of several meters.10 These forecasted
changes would pose a major threat to many of the chief cities around the
world. Cities like New York, Boston, Shanghai, and Dhaka would not



immediately be flooded, but significant sections would become
uninhabitable without investments in sea walls at an immense expense, and
coastal cities would then confront still further increases in sea level.

Future precipitation patterns are more difficult to forecast, but the overall
outlook calls for greater extremes. In the simplest sense, wet areas get
wetter and dry regions get drier. Individual precipitation events are likely to
become more extreme and more frequent.11 Intensifying extremes of
precipitation and drought would place poorer societies under the greatest
pressure, boosting the likelihood of instability and migration.

Despite model improvements and growing confidence in future
projections, areas of uncertainty remain. It is difficult for models to predict,
for example, what clouds will be like in a warmer world. Clouds represent a
source of uncertainty in part because they can act as either a negative or
positive feedback to global warming. An increase in low-level clouds would
provide a negative feedback because low clouds tend to reflect more
sunlight compared to the heat energy that they absorb, resulting in a net
cooling effect. An increase in low-level clouds would therefore partly
counteract the warming trend. High-level clouds, in contrast, result in net
warming because they absorb more of Earth’s heat energy relative to the
amount of sunlight reflected back to space. Current projections are for an
increase in high-level clouds, which would amplify our current warming
trend. This remains an area of active research.

Other climate feedbacks are also likely to enhance global warming. The
vast stores of carbon currently trapped in frozen Arctic soils—permafrost—
represents just one example. The melting of permafrost initiates decay of
ancient plant and animal remains that are currently frozen into the soil. The
CO2 or methane released during the decay would provide additional
greenhouse gases, creating a positive feedback. Estimating the effects of
this feedback presents similar challenges to measuring the effects of clouds.
In the case of permafrost, there is uncertainty regarding how much and the
rate at which the carbon will be released. A recent analysis suggests a slow
release of this stored carbon in the decades and centuries to come.12 The
models used in the most recent IPCC report did not fully account for the



permafrost feedback,13 so temperatures are likely to rise more than they are
currently projected.

Challenges

Despite the grim outcomes outlined even in the high emissions projections,
modern societies face major political, cognitive, and economic obstacles in
creating alternate paths. Refusal in some quarters to accept the findings of
climate science poses one such obstacle. It is difficult to address a problem
if a significant minority claims that it does not exist or, in some cases, that
rapid warming will actually be beneficial.

Delay in confronting climate change stems not simply from denial or
rejection of scientific findings but also more broadly from perception of
climate change. Simply recognizing that humans are causing climate
change does not necessarily equate to understanding the full dimensions of
the threat or to being prepared to support action to try to curb climate
change. Political surveys often show climate change as a lower-ranking
issue for large swaths of voters.

Cognition and, more specifically, the way in which humans identify and
respond to potential threats, also affects readiness to undertake major
actions. Human evolution provides us with the means to identify and
respond to certain threats, but we do not always have the capacity to fully
evaluate risks. A normal activity such as driving, for example, can seem
safer than something unusual—being bitten by a poisonous snake—even
though, statistically speaking, driving poses a greater risk. We also tend to
be good at sensing immediate physical risks, but much worse at identifying
and responding to more complex long-term dangers such as climate change.
Research also suggests we are more ready to accept greater risks to avert
possible losses than to achieve potential gains.14 Emerging fields of
research address these issues by applying behavioral science to try to better
understand human perceptions of and responses to climate change. One
debate centers on the question of whether it is more effective to present



people with a wider and potentially grim picture or to take a more
optimistic approach that informs them of discrete individual actions that
they can take. However, unless such individual actions are tied to a much
broader shift in norms, they will be insufficient to avert the most extreme
scenarios for climate change.

Economic self-interest poses a more direct obstacle to addressing
climate change. The very growth of CO2 levels in Earth’s atmosphere to
levels unprecedented in human history stems from multiple waves of
industrialization and revolutions in transportation powered mainly by fossil
fuels. The composition of the world’s largest corporations reflects this
reality. Metrics for compiling lists of the world’s largest companies vary,
but by any measure, energy companies that specialize in producing oil and
gas make up a large share of the world’s largest corporations as determined
by revenue. Such companies made up eight of the world’s twenty-five
largest companies by revenue in 2015, with another company heavily
involved in mining.15 Powerful economic sectors would have much to lose
from a shift away from fossil fuels, and countries and states highly
dependent on these companies also have economic motives to view such a
shift with concern. Persian Gulf states, including Saudi Arabia, and Russia
count among the world’s largest oil and gas producers. So too do Canada,
Brazil, and Mexico. The hydraulic fracturing, or “fracking,” revolution
made the United States the world’s largest producer of natural gas, and US
crude oil production after a long period of decline also increased between
2005 and 2015. Among countries with large coal reserves, China, the
United States, Australia, India, Indonesia, and Russia count among the top
producers. Simply possessing fossil fuel reserves does not automatically
force a country to obstruct efforts to curb global warming, but climate
negotiators have criticized Saudi Arabia for seeking to water down
language and minimize goals in international climate talks. At the same
time, even countries with greener international reputations may find it
difficult to turn away from major and long-established industries. Thus,
Norway in 2016 issued drilling licenses for the exploration of new oil
reserves in the Arctic.



A shift away from fossil fuels would reduce employment in oil, gas, and
mining companies. Energy production is not a zero-sum game; thus,
employment in renewable sectors is already growing at a faster rate than
employment in established fossil fuel production in many regions, but
sharply reducing extraction of fossil fuel raises the question of what
measures to take to assist displaced workers.

The sheer density of infrastructure designed for the heavy use of fossil
fuels also poses an obstacle to change. Over many generations, we have
cumulatively made enormous fixed investments in infrastructure based on
the use of fossil fuels to the point where such infrastructure has become the
norm. In some cases, new energy sources can be inserted into existing
infrastructure, but economists also refer to sunken costs, or to costs that
cannot be recovered. The United States, for example, has made far greater
investments in roads than in railways. In a society in which the large
majority commutes in a personal motor vehicle, it is easy to see the costs
associated with building and maintaining roads as the norm, but these also
represent a sunken cost, parts of which could have been invested elsewhere,
such as in railways.

Assumptions about costs also create obstacles toward shifting away from
fossil fuels. We tend to differentiate between the immediate upfront cost to
the consumer and costs to be paid at some later time. Relying extensively
on fossil fuels, we count the cost of producing and buying oil, gas, and coal.
In the most obvious example, any motorist at a pump probably knows how
much gas costs on a given day. However, we do not make anyone pay
upfront for the associated costs both of diseases associated with pollution
and of damage caused by climate change. So while the consumer at a gas
station is acutely aware of the price of gas, we can still, individually and
collectively, pollute for free. Fossil fuels remain artificially cheap so long as
no one has to pay the full cost upfront.

Climate agreements



On the international level, the United Nations has addressed climate change
through a series of conferences. This effort began in earnest with the United
Nations Framework Convention on Climate Change of 1992, which entered
into force in 1994 with the goal of stabilizing greenhouse gas emissions “at
a level that would prevent dangerous anthropogenic (human induced)
interference with the climate system.”16 The first major attempt to meet this
goal took place with the Kyoto Protocol of 1997. Under the terms of the
Kyoto Protocol, the parties or negotiating states agreed to make cuts in
carbon emissions measured from 1990 levels. These cuts varied—the EU,
for example, pledged cuts of 8 percent and the United States 7 percent. Cuts
averaged 5.2 percent. Many states ultimately ratified the Kyoto Protocol,
but the United States ceased the attempt to ratify in 2001, and Canada
withdrew from the Protocol in 2011. The Protocol also did not include
mandatory emissions cuts for developing countries such as China and India
—they had, up to the point of the onset of negotiations, historically
produced less carbon emissions than had industrialized countries. Through
a combination of emissions by nonparticipating countries and, in some
cases, failure to meet Kyoto emissions cuts, carbon emissions actually rose
substantially from the baseline date of 1990 by almost 50 percent by
2010.17

Such efforts to craft global agreements to curb emissions confront the
question of how to set a target for limits to warming. Holding the global
temperature increase to no more than 2°C compared to the preindustrial era
emerged as a goal in global warming negotiations and agreements.
Discussion of 2°C as a limit can be traced as far back as the 1970s, and by
the 1990s European discussion of climate policy began to establish it as a
goal. The Copenhagen talks in 2009 identified 2°C as an international goal,
but that limit did not make it into the final document. A follow-up
agreement at Cancun in 2010 committed governments to “hold the increase
in global average temperature below 2°C above pre-industrial levels.”18 In
2015, the G-7 leaders, at the urging of host Angela Merkel, chancellor of
Germany, agreed to the 2°C target.



The product of long negotiations, the 2°C goal has itself given rise to
debate. Some scientists have argued that it is too conservative and may give
rise to a false sense of security. Given the many feedback mechanisms
created by warming, the 2°C goal may not be sufficient to prevent major
challenges to human societies as well as to many species. James Hansen, a
pioneering climate scientist, wrote that a 2°C rise would “subject young
people, future generations and nature to irreparable harm.”19 In contrast,
some critics of the goal contended that the 2°C goal is too simple and called
instead for focusing on a set of “vital signs,” which would include such
factors as concentration of CO2 in the atmosphere, ocean temperatures, and
high-latitude temperatures. In response, several leading climate scientists
have argued for the value of setting goals, the difficulty of selecting useful
vital signs, and the danger that abolishing a temperature goal would provide
an excuse for further delay and inaction. Hans Joachim Schellnhuber, a
climate adviser to German chancellor Merkel and to Pope Francis, noted
both the value and potential risks of the 2°C goal. The goal at least gave
governments something to aim at: “Two degrees Celsius is a compromise,
but it is at least a tangible and feasible target, so this is something.”
However, he added that it might not provide safety. “But the two-degree
guardrail is somewhere around or above the tipping point. So two degrees is
not a good compromise! It is the dividing line between dangerous and
catastrophic climate change.”20 In 2015, the Paris Climate Agreement
retained the goal of limiting temperature increases to no more than 2°C, but
added the aim “to limit the temperature increase to 1.5°C above pre-
industrial levels, recognizing that this would significantly reduce the risks
and impacts of climate change.”21

The protracted negotiations over climate result not simply from any
failings of international and national political institutions and leaders but
also from real disputes over how to apportion costs and benefits. Continued
human-induced warming would create broad challenges for all human
societies, but some are likely to bear the highest costs early on. A climate
change vulnerability index produced in 2013, for example, included such
countries as South Sudan, Haiti, Sierra Leone, Guinea Bissau, and



Bangladesh as most at risk, though these countries vary enormously in their
level of economic development. In general, poorer populations are least
able to insulate themselves from the early effects of climate change. This
imbalance in risks stems both from major gaps in resources and in some
cases from the likely regional effects of change. Thus, poorer societies have
fewer resources to deploy to meet new challenges posed by climate change.
Guinea Bissau, for example, is a low-lying country with a population of
only 1.6 million in West Africa, but with a GDP of only some $500 per
person, the country could devote few resources to adaptation. Its carbon
emissions are barely measurable as a percentage of total human greenhouse
gas emissions, and there are many countries in a similar position. At the
same time, some of the countries least able to devote massive resources to
addressing climate changes may see major changes in precipitation. Thus,
the increasing frequency of extreme precipitation and drought is likely to
prove especially damaging to Haiti, the country with the lowest per-capita
GDP in the Western Hemisphere.

On a global level, these differences in risk and resources influence
responses to climate change because some of the most affected populations
have the least power to shape and influence agreements. Simultaneously,
residents of wealthier countries, who may feel themselves to be less
immediately affected, may therefore be less supportive of action. Such
disparities in level of risk can be found even on the regional level, where
residents of poor neighborhoods in urban areas face more severe
consequences from warming than do residents of wealthier neighborhoods.
Extreme heat waves that become more likely with climate change lead to
higher mortality, but the risk of death from heat is not evenly spread. Thus
extreme heat waves, whether in Pakistan, the United States, or elsewhere,
are most likely to lead to deaths among the poor.

Along with apportioning costs and benefits between more and less
economically developed countries, balancing costs between past, present,
and future emitters of greenhouse gases poses another major challenge for
addressing climate change. Over the course of much of the industrial
revolution, the early industrial powers have emitted by far the most carbon.



The United States, for example, emitted the largest total amount of carbon
in the twentieth century. From 1850 through 2002, the United States
contributed to 29.3 percent of carbon emissions, more than any other single
country. The United Kingdom, the first industrialized country and the
world’s leading emitter in 1850, accounted for 6.3 percent of emissions,
below Germany at 7.3 percent and above Japan at 4.1 percent. Taking into
account this past pattern, the Kyoto Accords set emissions cuts only for
developed countries. Under the terms of Kyoto, those countries that over
the course of the industrial revolution had led the world in emissions and
had gained the largest economic benefits would cut their emissions first.

As of the early twenty-first century, the United States and its
counterparts among the early industrial countries still contributed
substantially to carbon emissions, but since the late twentieth century
emissions have increased in the developed world. As of 2011, the United
States was still the top cumulative emitter of CO2 since 1850, but that
percentage had declined to 27 percent. New industrial powers in Asia raised
carbon emissions, and China surpassed the United States as the world’s top
emitter of total carbon. In 2006, top carbon emitters in the early twenty-first
century included India, Indonesia, Brazil, and Mexico along with China, the
United States, Russia, Japan, Canada, and European Union states.22

As emissions in countries such as China and India have increased,
debate over how to curb emissions has focused in large part on how to
balance emissions cuts between new leaders in carbon emissions and of
historic leaders. The historic industrial powers clearly contributed the most
over time to the climate change already taking place, but surging emissions
around the world will generate further climate change. On both sides, the
shifting balance in emissions can serve as a convenient political excuse for
delay. Political leaders in newer industrial countries could argue, with
reason, that the older industrial powers should go first. At the same time,
some politicians from the older industrial countries called for delaying
action so long as not all countries joined in. A plausible path toward
limiting climate change will require global action by all major emitters, but



even a good-faith effort will require agreement on how to apportion or share
cuts.

Over many decades, developed countries used carbon more efficiently.
Emissions intensity, or the level of greenhouse gas emissions per GDP, is
higher in both Russia and China, as well as Indonesia and Canada, than in
the United States.23 However, measuring carbon emissions per person still
places the United States far above countries including China and Indonesia,
though Australia has outpaced the United States in per-capita emissions.
The idea of reducing emissions intensity provided one way to try to bring
developing countries into a treaty to reduce emissions overall. Thus in
2015, China promised to reduce carbon intensity of GDP by 60 to 65
percent below 2005 levels by 2030. However, this would still lead to rising
total emissions in China, now the world’s largest emitter of carbon.

After years of multiple rounds of negotiations, the Paris Climate Change
Conference of 2015 yielded a new agreement in which individual countries
submitted their own plans to cut carbon emissions. Under the terms of the
agreement, countries will have to submit new and more stringent plans
every five years. The Paris Agreement revealed the continued difficulty of
finding a way to ensure emissions cuts, but it did break new ground: in
contrast to the Kyoto Accords that focused on cuts by established developed
countries, the Paris Agreement included most of the world’s countries.

In November 2016, the results of the US Presidential election created a
new set of questions about how to address climate change. In his campaign,
Donald Trump pledged support for coal and promised to take the United
States out of the Paris Climate Agreement, and in 2017 he announced that
the United States would withdraw from the agreement. He also opposed
regulations to reduce carbon emissions from power plants. A reduced
commitment by the United States to national and international action to
curb greenhouse gas emissions would further hamper efforts to hold down
overall warming.

Energy choices



If it takes place, a concerted effort to avoid the worst scenarios for climate
change will require choices about multiple possible energy sources for
decades into the future. More broadly, the trends in climate change and
energy use raise fundamental questions about the future design of the
world’s economy.

The ingenuity of engineers and scientists in identifying and exploiting
new sources of carbon places humans in an unprecedented position of
having to choose whether or not to make use of vast stores of fossil fuel. In
the late twentieth century, rising energy consumption led to some
predictions of peak oil, the idea that the world had reached a point of
maximum oil production. However, the oil and gas industry has succeeded
in vastly increasing reserves. At most points in human history, this would
have seemed like a good thing, but in the twenty-first century it places
people in a predicament, as the idea of a carbon budget makes clear. The
carbon budget approach determines the amount of carbon that can be
released without encountering the most extreme consequences of climate
change—here again, holding warming to not more than 2°C is a frequently
cited goal. In 2014, the Global Carbon Project, a group of researchers and
scientists, estimated that the world had already used up two-thirds of the
carbon allotment and that emissions were on track to exceed the budgeted
amount within thirty years.24 Estimates of the total carbon budget vary but
call for extremely sharp reductions in emissions, often much deeper than
those contemplated by political leaders. Many forecast a situation where
emissions would have to drop to almost zero by the second half of this
century if current trends continue.

These unsettling numbers have helped start a movement to keep carbon
in the ground. The movement mobilized opposition in the United States, for
example, between 2014 and 2016, to the Keystone XL pipeline that aims to
transport oil produced from tar sands in Alberta, Canada. More broadly,
such a movement would target a wide range of fossil fuel projects with the
potential to maintain or increase high rates of future carbon emissions.

Most plans for curbing human-caused climate change call for a massive
expansion of clean energy. In simplest terms, this would require expanding



production of low-carbon or zero-carbon forms of energy. Solar and wind,
along with hydropower, are the most obvious examples. Such energy
sources are by no means all new: windmills have long existed as have water
wheels. But a world that consumes far more energy than at any point in
human history will require deployment of clean energy sources on an
unprecedented scale. Costs for wind and solar power have been falling, and
individual countries such as Denmark and Germany have made alternative
energy into major power sources. Thus in 2015, Denmark produced more
than 40 percent of its electric power from wind. In Germany, the share of
power produced by renewables increased from 6.2 percent in 2000 to 27.8
percent in 2014, and on individual spring and summer days the total
surpassed 70 percent and even reached as high as 85 percent. At the same
time, accelerating and expanding the use of clean energy globally will
require scaling up production and deployment on a massive level.

Within the overall search for cleaner sources of energy, debate has
focused in particular on the role of hydraulic fracturing, or fracking, to
increase production of natural gas, as well as on the role of nuclear power.
Fracking involves pumping a mix of fluid and sand into a rock formation,
such as shale, to split the rock, which allows for the extraction of oil and
gas. The principle is not new, but advances in fracking succeeded in sharply
boosting oil and gas production in the United States. Proponents of fracking
argue that increasing production of natural gas provides a bridge fuel
toward a cleaner future. Natural gas, indeed, is a less carbon-intensive fossil
fuel than oil and even more so than coal. Thus, in principle, replacing coal
with natural gas lowers greenhouse gas emissions.

The effectiveness of relying on fracking to curb greenhouse gas
emissions has also prompted controversy. One major debate concerns
methane released during the fracking process. Methane itself is a highly
potent greenhouse gas; thus, methane leaked in the process of fracking
could negate any potential benefits by shifting to a less carbon-intense fuel.
Old gas lines also leak methane in many communities far removed from
production sites. Reducing such leaks would require both effective



regulation, mechanisms for ensuring compliance by gas producers, and
extensive investment in the natural gas delivery system.

A second major debate over the place of natural gas in curbing
greenhouse gas emissions centers on the question of how the expansion of
fracked natural gas will affect the energy market. Even if methane
emissions could be controlled through strict drilling regulations and repairs
to pipelines, expanded production of fracked natural gas, in some economic
models, delays a shift to a low-carbon future. The relatively low cost of
fracked natural gas that has contributed to the fall of coal production in
some parts of the United States could also slow the development of
renewable energy on the scale necessary to avert even business-as-usual
climate projections.

Much of the most intense debate over the costs and benefits of fracking
does not focus on the effects on climate change. The industry has become a
major presence in some communities. However, opponents of fracking have
frequently voiced concerns that the chemicals injected into rock formations
to force out oil and gas could also damage water supplies. The sheer
volume of water required for fracking operations has also raised concerns.

Among possible energy choices, the use of nuclear power has also raised
debate. Proponents of expanding nuclear power point out that it contributes
no greenhouse gas emissions from power production. However, accidents,
most recently at the Fukushima nuclear plant in Japan in 2011, have
increased concerns about the safety of nuclear power. Building
conventional nuclear power plants is also extremely expensive with initial
construction costs of many billions of dollars, and storage of radioactive
waste creates still unresolved problems. To date, there is no consensus
about how to store the most highly radioactive waste. In the United States,
for example, a plan to store such waste in a repository under Yucca
Mountain in Nevada came to an end after more than thirty years of
discussion, design, construction, and debate. Ongoing research continues
into alternative designs for delivering nuclear power, including Thorium
reactors and breeder reactors. Aside from questions of cost, concerns
remain about safety and the possibility of nuclear proliferation.



Technical approaches and geoengineering

In a world with massive demand for energy, it makes sense to focus on
reducing greenhouse gas emissions produced from generating energy, but a
different set of approaches focuses on using technology to store or capture
carbon or on attempts to nullify the effects of climate change. Given the
role of rising CO2 concentrations in climate forcing, some researchers have
looked at ways to remove CO2, either during energy production or directly
from the atmosphere. The phrase clean coal, for example, refers not to coal
itself but to the idea of capturing CO2 produced at coal-fired power plants.
The technology for capturing CO2 exists, but to date it has proven
extremely difficult to do so at the necessary scale to run a coal-fired power
plant or to do so in a cost-effective way. Any such plan must also store
captured carbon. One possible use: employing captured carbon for fracking
would boost production of more oil and gas.

Another intriguing idea calls for removing CO2 directly from the
atmosphere. Again, this is possible on a very modest level, but on nowhere
near the scale necessary to counteract greenhouse gas emissions. A
demonstration project in Iceland succeeded in converting CO2 into calcite,
and research into this option will likely continue.25

Another geoengineering scenario for removing CO2 from the
atmosphere focuses on increasing photosynthesis in the ocean and shunting
that carbon to the deep sea once the photosynthetic algae die and sink.
Research into fertilizing ocean waters with iron in order to increase
production of phytoplankton has been going on for decades, in some sense
replicating the increase in iron delivery to the oceans during windy glacial
periods. While these studies demonstrated an overall increase in
phytoplankton growth with the added iron, that did not always translate into
sequestering the carbon into the deep ocean. Long-term iron fertilizing
could, according to some models, actually reduce the ability of ocean
waters to absorb CO2.26 Increasing levels of phytoplankton could also have
unintended and unpredictable consequences for ocean life. One possible



negative outcome would be to reduce oxygen levels, which in turn could
expand marine dead zones.

A different set of proposals for addressing climate change would not
necessarily capture carbon at all, but would seek to shield the Earth from
the effects of climate change in other ways. Proposals for geoengineering of
the atmosphere conventionally focus on reducing the amount of solar
energy to reach the Earth’s surface by blocking it through some mechanism,
such as mirrors, balloons, or aerosols of some kind pumped into the
atmosphere. In a sense, these proposals would seek to mimic the effects
produced at times by volcanic eruptions in which particulates ejected into
the atmosphere temporarily reduce solar insolation.

The feasibility of any of these plans for geoengineering remains
unproven. Moreover, even if it were possible to reduce warming through
some kind of mechanical geoengineering, that would not curb many of the
effects of climate change. Shielding the Earth would have no effect on the
rapid acidification of the Earth’s oceans, which in itself poses a threat to
many forms of life. Also, any breakdown of a system of geoengineering
could lead to abrupt, sharp, and potentially catastrophic spikes in warming.

Climate economics

The need to make sharp emissions cuts leads to questions about the very
organization of the world economy. In one vision of the future world
economy, markets can provide a mechanism to lower emissions. This would
have to go beyond merely proclaiming a product “green” to win brand
recognition. If policy makers can succeed in creating a real cost for carbon
emissions, companies, in this scenario, will compete to come up with
solutions.

A couple of market-based approaches that could help reduce greenhouse
gas emissions and therefore mitigate climate change include a carbon tax
and an emissions trading scheme, both of which essentially put a price on
carbon and begin to incorporate the life-cycle cost of emissions. Such a



market-based approach aims to make consumers consider the full societal
cost of carbon-intensive goods. It also provides motivation to alter
consumption patterns in a way that reduces carbon emissions overall.

Implementing a carbon tax, which sets a standard price per ton of carbon
emissions, encourages reductions in emissions as the taxpayer attempts to
reduce cost. Under one variant of the plan, the revenue collected by the tax
would be redistributed so that the actual tax would be revenue neutral: this
is sometimes referred to as “tax and dividend.” Neither form of carbon tax
would create an absolute cap on emissions. Opposition to introducing or
raising taxes provides a chief obstacle to this approach.

Cap and trade, or emissions trading, works by placing an overall limit on
emissions from most, if not all, sectors of the economy, and then distributes
permits for emissions. The different sectors either receive a certain number
of emission allowances or allocations, or they obtain allocations through a
bidding process. Once the various companies have their allowances, they
can then sell or trade them. The carbon market would drive the prices of
these allowances. Key challenges for cap and trade include determining the
initial cap and the prices for allocation and allowances. Thus, a cap-and-
trade plan introduced in the European Union in 2005 provided too many
allowances, which kept prices and revenue very low. Cap-and-trade systems
have also tended to focus on particular sectors rather than on entire
economies.

A very different reading of the path forward counters that capitalism
itself as currently organized has fostered the climate crisis through a focus
on growth and corporate profits. This approach calls for remaking the
predominant economic system to address climate change.27 Such an
approach would likely require rethinking measures of growth. GDP, the
main traditional measure of growth, calculates the monetary value of all
goods and services produced in a particular period of time but leaves out
possible effects of such output. Economists have proposed alternatives that
would take into account the environment as well as health, inequality, and
people’s satisfaction with work.



The clash between economic visions in itself dramatizes the enormity of
the choices humans face looking toward the future. The future of human
societies will be closely connected with climate change. The time scale for
significant projected climate effects is now far shorter than an average
human life span. Whatever choices we make, we know that enormous
numbers of people who are living today will experience the consequences.
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