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Preface

Cloud computing has become a great solution for providing a flexible, on-demand,
and dynamically scalable computing infrastructure for many applications. Cloud
computing also presents a significant technology trends, and it is already obvious
that it is reshaping information technology processes and the IT marketplace.

This Handbook is a carefully edited book — contributors are 65 worldwide experts
in the field of cloud computing and their applications. The Handbook Advisory
Board, comprised of nine researchers and practitioners from academia and industry,
helped in reshaping the Handbook and selecting the right topics and creative and
knowledgeable contributors. The scope of the book includes leading-edge cloud
computing technologies, systems, and architectures; cloud computing services; and
a variety of cloud computing applications.

The Handbook comprises four parts, which consist of 26 chapters. The first part
on Technologies and Systems includes articles dealing with cloud computing tech-
nologies, storage and fault tolerant strategies in cloud computing, workflows, grid
computing technologies, and the role of networks in cloud computing.

The second part on Architectures focuses on articles on several specific architec-
tural concepts applied in cloud computing, including enterprise knowledge clouds,
high-performance computing clouds, clouds with vertical load distribution, and
peer-to-peer based clouds.

The third part on Services consists of articles on various issues relating to cloud
services, including types of services, service scalability, scientific services, and
dynamic collaborative services.

The forth part on Applications describes various cloud computing applications
from enterprise knowledge clouds, scientific and statistical computing, scientific
data management, to medical applications.

With the dramatic growth of cloud computing technologies, platforms and ser-
vices, this Handbook can be the definitive resource for persons working in this field
as researchers, scientists, programmers, engineers, and users. The book is intended
for a wide variety of people including academicians, designers, developers, edu-
cators, engineers, practitioners, researchers, and graduate students. This book can
also be beneficial for business managers, entrepreneurs, and investors. The book
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can have a great potential to be adopted as a textbook in current and new courses on
Cloud Computing.
The main features of this Handbook can be summarized as:

1. The Handbook describes and evaluates the current state-of-the-art in a new field
of cloud computing.

2. Italso presents current systems, services, and main players in this explosive field.

3. Contributors to the Handbook are the leading researchers from academia and
practitioners from industry.

We would like to thank the authors for their contributions. Without their expertise
and effort, this Handbook would never come to fruition. Springer editors and staff
also deserve our sincere recognition for their support throughout the project.

Boca Raton, Florida Borko Furht
Armando Escalante
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Part I
Technologies and Systems






Chapter 1
Cloud Computing Fundamentals

Borko Furht

1.1 Introduction

In the introductory chapter we define the concept of cloud computing and cloud
services, and we introduce layers and types of cloud computing. We discuss the
differences between cloud computing and cloud services. New technologies that
enabled cloud computing are presented next. We also discuss cloud computing
features, standards, and security issues. We introduce the key cloud computing plat-
forms, their vendors, and their offerings. We discuss cloud computing challenges
and the future of cloud computing.

Cloud computing can be defined as a new style of computing in which dynam-
ically scalable and often virtualized resources are provided as a services over the
Internet. Cloud computing has become a significant technology trend, and many
experts expect that cloud computing will reshape information technology (IT) pro-
cesses and the IT marketplace. With the cloud computing technology, users use
a variety of devices, including PCs, laptops, smartphones, and PDAs to access
programs, storage, and application-development platforms over the Internet, via ser-
vices offered by cloud computing providers. Advantages of the cloud computing
technology include cost savings, high availability, and easy scalability.

Figure 1.1, adapted from Voas and Zhang (2009), shows six phases of computing
paradigms, from dummy terminals/mainframes, to PCs, networking computing, to
grid and cloud computing.

In phase 1, many users shared powerful mainframes using dummy terminals.
In phase 2, stand-alone PCs became powerful enough to meet the majority of
users’ needs. In phase 3, PCs, laptops, and servers were connected together through
local networks to share resources and increase performance. In phase 4, local net-
works were connected to other local networks forming a global network such as
the Internet to utilize remote applications and resources. In phase 5, grid comput-
ing provided shared computing power and storage through a distributed computing

B. Furht (=)

Department of Computer & Electrical Engineering and Computer Science, Florida Atlantic
University, Boca Raton, FL, USA

e-mail: bfurht@fau.edu

B. Furht, A. Escalante (eds.), Handbook of Cloud Computing, 3
DOI 10.1007/978-1-4419-6524-0_1, © Springer Science+Business Media, LLC 2010



4 B. Furht

Phases

1. Mainframe
Computing

2. PC
Computing

3. Network
Computing

4. Internet
Computing

% Grid

‘

Fig. 1.1 Six computing paradigms — from mainframe computing to Internet computing, to grid
computing and cloud computing (adapted from Voas and Zhang (2009))

5. Grid
Computing

6. Cloud
Computing

system. In phase 6, cloud computing further provides shared resources on the
Internet in a scalable and simple way.

Comparing these six computing paradigms, it looks like that cloud computing
is a return to the original mainframe computing paradigm. However, these two
paradigms have several important differences. Mainframe computing offers finite
computing power, while cloud computing provides almost infinite power and capac-
ity. In addition, in mainframe computing dummy terminals acted as user interface
devices, while in cloud computing powerful PCs can provide local computing power
and cashing support.

1.1.1 Layers of Cloud Computing

Cloud computing can be viewed as a collection of services, which can be presented
as a layered cloud computing architecture, as shown in Fig. 1.2 [Jones XXXX]. The
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Fig. 1.2 Layered architecture o
of Cloud Computing (adapted Apgllcastlon
from Jones) aa
Platform
PaaS
Infrastructure
laaS

Virtualization

Servers and Storage
dSaaS

services offered through cloud computing usually include IT services referred as to
SaaS (Software-as-a-Service), which is shown on top of the stack. SaaS allows users
to run applications remotely from the cloud.

Infrastructure-as-a-service (IaaS) refers to computing resources as a service.
This includes virtualized computers with guaranteed processing power and reserved
bandwidth for storage and Internet access.

Platform-as-a-Service (PaaS) is similar to IaaS, but also includes operating sys-
tems and required services for a particular application. In other words, PaaS is TaaS
with a custom software stack for the given application.

The data-Storage-as-a-Service (dSaaS) provides storage that the consumer is
used including bandwidth requirements for the storage.

An example of Platform-as-aService (PaaS) cloud computing is shown in Fig. 1.3
[“Platform as a Service,” http://www.zoho.com/creator/paas.html]. The PaaS pro-
vides Integrated Development Environment (IDE) including data security, backup
and recovery, application hosting, and scalable architecture.

According to Chappell (2008) there are three categories of cloud services, as
illustrated in Fig. 1.4. Figure 1.4a shows the cloud service SaaS, where the entire
application is running in the cloud. The client contains a simple browser to access
the application. A well-known example of SaaS is salesforce.com.

Figure 1.4b illustrates another type of cloud services, where the application runs
on the client; however it accesses useful functions and services provided in the
cloud. An example of this type of cloud services on the desktop is Apple’s iTunes.
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Business
Users

—

Business
Applications

IDE

Developers Integrated Development Environment

Data | | Bi%k;p Application| | Scalable
Security Recovery Hosting Infrastructure

Cloud

Fig. 1.3 The concept of Platform-as-a-Service, Zoho Creator (adapted from “Platform as a
Service,” http://www.zoho.com/creator/paas.html)

Cloud

a) Software_as_a_Service b) Attached Services Platform

Cloud

Cloud

Application

Extra
Functions

Application

Platform

On- Browser/ -
premises Client Application Application
Users Users Developers

Fig. 1.4 The categories of cloud services (adopted from Chappell (2008))

The desktop application plays music, while the cloud service is used to purchase
a new audio and video content. An enterprise example of this cloud service is
Microsoft Exchange Hosted Services. On-premises Exchange Server is using added
services from the cloud including spam filtering, archiving, and other functions.
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Finally, Fig. 1.4c shows a cloud platform for creating applications, which is used
by developers. The application developers create a new SaaS application using the
cloud platform.

1.1.2 Types of Cloud Computing

There are three types of cloud computing (“Cloud Computing,” Wikipedia,
http://en.wikipedia.org/wiki/Cloud_computing): (a) public cloud, (b) private cloud,
and (c) hybrid cloud, as illustrated in Fig. 1.5.

Fig. 1.5 Three types of cloud
computing

Hybrid |

Public Private
; Internal

L

User

In the public cloud (or external cloud) computing resources are dynamically pro-
visioned over the Internet via Web applications or Web services from an off-site
third-party provider. Public clouds are run by third parties, and applications from
different customers are likely to be mixed together on the cloud’s servers, storage
systems, and networks.

Private cloud (or internal cloud) refers to cloud computing on private networks.
Private clouds are built for the exclusive use of one client, providing full control
over data, security, and quality of service. Private clouds can be built and managed
by a company’s own IT organization or by a cloud provider.

A hybrid cloud environment combines multiple public and private cloud mod-
els. Hybrid clouds introduce the complexity of determining how to distribute
applications across both a public and private cloud.
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1.1.3 Cloud Computing Versus Cloud Services

In this section we present two tables that show the differences and major attributes
of cloud computing versus cloud services (Jens, 2008). Cloud computing is the
IT foundation for cloud services and it consists of technologies that enable cloud
services. The key attributes of cloud computing are shown in Table 1.1.

In Key attributes of cloud services are summarized in Table 1.2 (Jens, 2008).

Table 1.1 Key Cloud Computing Attributes (adapted from Jens (2008))

Attributes Description
Infrastructure systems It includes servers, storage, and networks that can scale as
per user demand.
Application software It provides Web-based user interface, Web services APIs,
and a rich variety of configurations.
Application development and It supports the development and integration of cloud
deployment software application software.
System and application It supports rapid self-service provisioning and configuration
management software and usage monitoring.
IP networks They connect end users to the cloud and the infrastructure
components.

Table 1.2 Key Attributes of Cloud Services (adapted from Jens (2008))

Attributes Description

Offsite. Third-party provider In the cloud execution, it is assumed that third-party
provides services. There is also a possibility of in-house
cloud service delivery.

Accessed via the Internet Services are accessed via standard-based, universal network
access. It can also include security and quality-of-service
options.

Minimal or no IT skill required There is a simplified specification of requirements.

Provisioning It includes self-service requesting, near real-time
deployment, and dynamic and fine-grained scaling.

Pricing Pricing is based on usage-based capability and it is
fine-grained.

User interface User interface include browsers for a variety of devices and
with rich capabilities.

System interface System interfaces are based on Web services APIs

providing a standard framework for accessing and
integrating among cloud services.

Shared resources Resources are shared among cloud services users; however
via configuration options with the service, there is the
ability to customize.
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1.2 Enabling Technologies

Key technologies that enabled cloud computing are described in this section; they
include virtualization, Web service and service-oriented architecture, service flows
and workflows, and Web 2.0 and mashup.

1.2.1 Virtualization

The advantage of cloud computing is the ability to virtualize and share resources
among different applications with the objective for better server utilization.
Figure 1.6 shows an example Jones]. In non-cloud computing three independent
platforms exist for three different applications running on its own server. In the
cloud, servers can be shared, or virtualized, for operating systems and applications
resulting in fewer servers (in specific example two servers).

Fig. 1.6 An example of

Applicati
virtualization: in non-cloud ppication
computing there is a need for — 0Ss 2 —
three servers; in the cloud Application Application
computing, two servers are
used (adapted from Jones) 0s1 Server Y 0s3
Server X Server Z

J

Application| Application
Application
0S 1 0S2
0S 3
Hypervisor
Server A Server B

Virtualization technologies include virtual machine techniques such as VMware
and Xen, and virtual networks, such as VPN. Virtual machines provide virtual-
ized IT-infrastructures on-demand, while virtual networks support users with a
customized network environment to access cloud resources.
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1.2.2 Web Service and Service Oriented Architecture

Web Services and Service Oriented Architecture (SOA) are not new concepts;
however they represent the base technologies for cloud computing. Cloud services
are typically designed as Web services, which follow industry standards including
WSDL, SOAP, and UDDI. A Service Oriented Architecture organizes and man-
ages Web services inside clouds (Vouk, 2008). A SOA also includes a set of cloud
services, which are available on various distributed platforms.

1.2.3 Service Flow and Workflows
The concept of service flow and workflow refers to an integrated view of service-

based activities provided in clouds. Workflows have become one of the important
areas of research in the field of database and information systems (Vouk, 2008).

1.2.4 Web 2.0 and Mashup

Web 2.0 is a new concept that refers to the use of Web technology and Web design to
enhance creativity, information sharing, and collaboration among users (Wang, Tao,

RSS
Feed Server

Database
Server

Mapping
Server

Web 2.0
FAT Client

Web 1.0
Server

User
Interface SGadget
Components erver 1

Gadget
Server 2

Gadget Gadget phone

Repository Server n

Fig. 1.7 Cloud computing architecture uses various components at different levels (adapted from
Hutchinson and Ward (2009))
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& Kunze, 2008). On the other hand, Mashup is a web application that combines data
from more than one source into a single integrated storage tool. Both technologies
are very beneficial for cloud computing.

Figure 1.7 shows a cloud computing architecture, adapted from Hutchinson and
Ward (2009), in which an application reuses various components. The components
in this architecture are dynamic in nature, operate in a SaaS model, and leverage
SOA. The components closer to the user are smaller in nature and more reusable.
The components in the center contain aggregate and extend services via mashup
servers and portals.Data from one service (such as addresses in a database) can be
mashed up with mapping information (such as Yahoo or Google maps) to produce
an aggregated view of the information.

1.3 Cloud Computing Features

Cloud computing brings a number of new features compared to other computing
paradigms (Wang et al., 2008; Grossman, 2009). There are briefly described in this
section.

e Scalability and on-demand services
Cloud computing provides resources and services for users on demand. The
resources are scalable over several data centers.

e User-centric interface
Cloud interfaces are location independent and can be accesses by well established
interfaces such as Web services and Internet browsers.

e Guaranteed Quality of Service (QoS)
Cloud computed can guarantee QoS for users in terms of hardware/CPU
performance, bandwidth, and memory capacity.

e Autonomous system
The cloud computing systems are autonomous systems managed transparently to
users. However, software and data inside clouds can be automatically recon-
figured and consolidated to a simple platform depending on user’s needs.

e Pricing

Cloud computing does not require up-from investment. No capital expenditure is
required. Users pay for services and capacity as they need them.

1.3.1 Cloud Computing Standards

Cloud computing standards have not been yet fully developed; however a num-
ber of existing typically lightweight, open standards have facilitated the growth
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Table 1.3 Cloud computing standards (“Cloud Computing,” Wikipedia, http://en.wikipedia.org/
wiki/Cloud_computing)

Communications: HTTP, XMPP
Security: OAuth, OpenID, SSL/TLS

Applications Syndication: Atom
Client Browsers: AJAX
Offline:” HTMLS5
Implementations Virtualization: OVF
Platform Solution stacks: LAMP
Service Data: XML, JSON

Web services: REST

of cloud computing (“Cloud Computing,” Wikipedia, http://en.wikipedia.org/wiki/
Cloud_computing). Table 1.3 illustrates several of these open standards, which are
currently used in cloud computing.

1.3.2 Cloud Computing Security

One of the critical issues in implementing cloud computing is taking virtual
machines, which contain critical applications and sensitive data, to public and shared
cloud environments. Therefore, potential cloud computing users are concerned
about the following security issues (“Cloud Computing Security,” Third Brigade,
www.cloudreadysecurity.com.).

e Will the users still have the same security policy control over their applications
and services?

e Can it be proved to the organization that the system is still secure and meets
SLAs?

e Is the system complaint and can it be proved to company’s auditors?

In traditional data centers, the common approaches to security include perime-
ter firewall, demilitarized zones, network segmentation, intrusion detection and
prevention systems, and network monitoring tools.

The security requirements for cloud computing providers begins with the same
techniques and tools as for traditional data centers, which includes the application of
a strong network security perimeter. However, physical segmentation and hardware-
based security cannot protect against attacks between virtual machines on the same
server. Cloud computing servers use the same operating systems, enterprise and
Web applications as localized virtual machines and physical servers. Therefore, an
attacker can remotely exploit vulnerabilities in these systems and applications. In
addition, co-location of multiple virtual machines increases the attack surface and
risk to MV-to-VM compromise. Intrusion detection and prevention systems need to
be able to detect malicious activity in the VM level, regardless of the location of the
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VM within the virtualized cloud environment (“Cloud Computing Security,” Third
Brigade, www.cloudreadysecurity.com.).

In summary, the virtual environments that deploy the security mechanisms on
virtual machines including firewalls, intrusion detection and prevention, integrity
monitoring, and log inspection, will effectively make VM cloud secure and ready
for deployment.

1.4 Cloud Computing Platforms

Cloud computing has great commercial potential. According to market research firm
IDC, IT cloud services spending will grow from about $16B in 2008 to about $42B
in 2012 and to increase its share of overall IT spending from 4.2% to 8.5%.

Table 1.4 presents key players in cloud computing platforms and their key
offerings.

Table 1.4 Key Players in Cloud Computing Platforms (adapted from Lakshmanan (2009))

Cloud computing Year of
Company platform launch Key offerings
Amazon. com AWS (Amazon 2006 Infrastructure as a service (Storage,
Web Services) Computing, Message queues,
Datasets, Content distribution)
Microsoft Azure 2009 Application platform as a service
(.Net, SQL data services)
Google Google App. 2008 Web Application Platform as a
Engine service (Python run time
environment)
IBM Blue Cloud 2008 Virtualized Blue cloud data center
Salesforce.com Force.com 2008 Proprietary 4GL Web application
framework as an on Demand
platform

Table 1.5 compares three cloud computing platforms, Amazon, Google, and
Microsoft, in terms of their capabilities to map to different development models
and scenarios (“Which Cloud Platform is Right for You?,” www.cumulux.com.).

1.4.1 Pricing

Pricing for cloud platforms and services is based on three key dimensions:
(1) storage, (ii) bandwidth, and (iii) compute.

Storage is typically measured as average daily amount of data stored in GB over
a monthly period.
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Table 1.5 Cloud Computing Platforms and Different Scenarios (adapted from “Which Cloud
Platform is Right for You?,” www.cumulux.com.)

(1) Scenario
Characteristics
Amazon

Google

Microsoft

(2) Scenario
Characteristics
Amazon

Google

Microsoft

(3) Scenario
Characteristics
Amazon

Google

Microsoft

(4) Scenario
Characteristics

Amazon
Google

Microsoft

(5) Scenario
Characteristics
Amazon

Google

Microsoft

On-premise application unchanged in the cloud

Multiple red legacy, java or .NET based application

Threat the machine as another server in the data center and do the necessary
changes to configuration

Needs significant refactoring of application and data logic for existing Java
application

If existing app is ASP.NET application, then re-factor data, otherwise
refactoring effort can be quite significant depending on the complexity

Scalable Web application

Moderate to high Web application with a back-end store and load balancing

Threat the machine instance as another server in the data center and do the
necessary changes to configuration. But scalability and elasticity is manual
configuration

Use dynamically scalable features of AppEngine and scripting technologies
to build rich applications

Build scalable Web applications using familiar .NET technologies. Scaling
up/down purely driven by configuration.

Parallel processing computational application

Automated long running processing with little to no user interaction.

Need to configure multiple machine instances depending on the scale needed
and manage the environments.

Platform has minimal built-in support for building compute heavy
applications. Certain application scenarios, such as image manipulation,
are easier to develop with built-in platform features.

With worker roles and storage features like Queues and blobs, it is easy to
build a compute heavy application that can be managed and controlled for
scalability and elasticity.

Application in the cloud interacts with on-premise data

Cloud based applications interacting with on-premise apps for managing
transactions of data

Applications in EC2 server cloud can easily be configured to interact with
applications running on premise.

No support from the platform to enable this scenario. Possible through each
app using intermediary store to communicate.

From features like Service Bus to Sync platform components it is possible to
build compelling integration between the two environments.

Application in the cloud interacts with on-premise application

On-premise applications

Applications in EC2 server cloud can easily be configured to interact with
applications running on premise.

No support from the platform to enable this scenario. Possible through each
app using intermediary store to communicate.

From features like Service Bus to Sync platform components it is possible to
build compelling integration between the two environments.
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Bandwidth is measured by calculating the total amount of data transferred
in and out of platform service through transaction and batch processing.
Generally, data transfer between services within the same platform is free
in many platforms.

Compute is measured as the time units needed to run an instance, or application,
or machine to servicing requests. Table 6 compares pricing for three major
cloud computing platforms.

In summary, by analyzing the cost of cloud computing, depending on the appli-
cation characteristics the cost of deploying an application could vary based on the
selected platform. From Table 1.6, it seems that the unit pricing for three major plat-
forms is quite similar. Besides unit pricing, it is important to translate it into monthly
application development, deployments and maintenance costs.

Table 1.6 Pricing comparison for major cloud computing platforms (adapted from “Which Cloud
Platform is Right for You?,” www.cumulux.com.)

Resource UNIT Amazon Google Microsoft
Stored data GB per month $0.10 $0.15 $0.15
Storage transaction Per 10 K requests $0.10 $0.10
Outgoing bandwidth GB $0.10 - $0.17 $0.12 $0.15
Incoming bandwidth GB $0.10 $0.10 $0.10
Compute time Instance Hours $0.10 - $1.20 $0.10 $0.12

1.4.2 Cloud Computing Components and Their Vendors

The main elements comprising cloud computing platforms include com-
puter hardware, storage, infrastructure, computer software, operating systems,
and platform virtualization. The leading vendors providing cloud comput-
ing components are shown in Table 1.7 (“Cloud Computing,” Wikipedia,
http://en.wikipedia.org/wiki/Cloud_computing).

Table 1.7 The leading vendors of cloud computing components

Cloud computing

components Vendors

Computer hardware Dell, HP, IBM, Sun

Storage Sun, EMC, IBM

Infrastructure Cisco, Juniper Networks, Brocade Communication
Computer software 3tera. Eucalyptus. G-Eclipse. Hadoop

Operating systems Solaris, AIX, Linux (Red Hat, Ubuntu)

Platform virtualization Citrix, VMWare, IBM, Xen, Linux KVM, Microsoft, Sun xVM
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1.5 Example of Web Application Deployment

In this section we present an example how the combination of virtualization and
on of self service facilitate application deployment (Sun Microsystems, 2009). In
this example we consider a two-tier Web application deployment using cloud, as
illustrated in Fig. 1.8.

Librar
v Deploy
Configure Pattern
Load Load
Load Balancer Balancer
Balancer \\
Web service| |Web service| |Web service
Database | =» | APACHE APACHE APACHE
/
MySQL
/ Database Database Appl.
Web service / MySQL MySQL Storage
APACHE

Fig. 1.8 Example of the deployment of an application into a two-tier Web server architecture
using cloud computing (adapted from Sun Microsystems (2009))

The following steps comprise the deployment of the application:

e The developer selects a load balancer, Web server, and database server appliances
from a library of preconfigured virtual machine images.

e The developer configures each component to make a custom image. The load
balancer is configured, the Web server is populated with its static content by
uploading it to the storage cloud, and the database server appliances are populated
with dynamic content for the site.

e The developer than layers custom code into the new architecture, in this way
making the components meet specific application requirements.

e The developer chooses a pattern that takes the images for each layer and deploys
them, handling networking, security, and scalability issues.

The secure, high-availability Web application is up and running. When the appli-
cation needs to be updated, the virtual machine images can be updated, copied
across the development chain, and the entire infrastructure can be redeployed.

In this example, a standard set of components can be used to quickly deploy an
application. With this model, enterprise business needs can be met quickly, with-
out the need for the time-consuming, manual purchase, installation, cabling, and
configuration of servers, storage, and network infrastructure.
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Small and medium enterprises were the early adopters to cloud computing.
However, there are recently a number of examples of cloud computing adoptions
in the large enterprises. Table 1.8 illustrates three examples of cloud computing use
in the large enterprises (Lakshmanan, 2009).

Table 1.8 Cloud computing examples in large enterprises

Enterprise Scenario Usage Benefits
Eli Lilly R&D High Amazon server and Quick deployment time
Performance storage cluster for at a lower cost.
Computing drug discovery
analysis and
modeling.

New York Times Data Conversion Conversion of archival ~ Rapid provisioning and
articles (3 million) higher elasticity on
into new data formats the infrastructure
using Amazon elastic resources.
compute services.

Pitney Bowes B2B Application Hosted model mail Flexibility at a lower
printing application cost and new business
for clients. Uses MS opportunity.
Azure.net and SQL

services for the
hosted model option
(2009 Go live).

1.6 Cloud Computing Challenges

In summary, the new paradigm of cloud computing provides a number of benefits
and advantages over the previous computing paradigms and many organizations are
adopting it. However, there are still a number of challenges, which are currently
addressed by researchers and practitioners in the field (Leavitt, 2009). They are
briefly presented below.

1.6.1 Performance

The major issue in performance can be for some intensive transaction-oriented and
other data-intensive applications, in which cloud computing may lack adequate
performance. Also, users who are at a long distance from cloud providers may
experience high latency and delays.

1.6.2 Security and Privacy

Companies are still concerned about security when using cloud computing.
Customers are worried about the vulnerability to attacks, when information and
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critical IT resources are outside the firewall. The solution for security assumes that
that cloud computing providers follow standard security practices, as described in
Section 1.3.2.

1.6.3 Control

Some IT departments are concerned because cloud computing providers have a
full control of the platforms. Cloud computing providers typically do not design
platforms for specific companies and their business practices.

1.6.4 Bandwidth Costs

With cloud computing, companies can save money on hardware and software; how-
ever they could incur higher network bandwidth charges. Bandwidth cost may be
low for smaller Internet-based applications, which are not data intensive, but could
significantly grow for data-intensive applications.

1.6.5 Reliability

Cloud computing still does not always offer round-the-clock reliability. There were
cases where cloud computing services suffered a few-hours outages.

In the future, we can expect more cloud computing providers, richer services,
established standards, and best practices.

In the research arena, HP Labs, Intel, and Yahoo have launched the distributed
Cloud Research Test Bad, with facilities in Asia, Europe, and North America, with
the objective to develop innovations including cloud computing specific chips. IBM
has launched the Research Computing Cloud, which is an on-demand, globally
accessible set of computing resources that support business processes.

1.7 Cloud Computing in the Future

In summary, cloud computing is definitely a type of computing
paradigm/architecture that will remain for a long time to come. In the near
future, cloud computing can emerge in various directions. One possible scenario
for the future is that an enterprise may use a distributed hybrid cloud as illustrated
in Fig. 1.9.

According to this scenario, the enterprise will use the core applications on its
private cloud, while some other applications will be distributed on several private
clouds, which are optimized for specific applications.
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Public Cloud

Public Cloud
Amazon AMS

MS Azure

High Computing and

Failover Infrastructure B2B Applications

Public Cloud
Google App Engine

Private Cloud

Core
Applications

Consumer
Applications

Enterprise

Fig. 1.9 Distributed hybrid cloud architecture (adapted from Lakshmanan (2009))
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Chapter 2
Cloud Computing Technologies and Applications

Jinzy Zhu

2.1 Cloud Computing: IT as a Service

In a nutshell, the existing Internet provides to us content in the forms of videos,
emails and information served up in web pages. With Cloud Computing, the next
generation of Internet will allow us to “buy” IT services from a web portal, drastic
expanding the types of merchandise available beyond those on e-commerce sites
such as eBay and Taobao. We would be able to rent from a virtual storefront the
basic necessities to build a virtual data center: such as CPU, memory, storage, and
add on top of that the middleware necessary: web application servers, databases,
enterprise server bus, etc. as the platform(s) to support the applications we would
like to either rent from an Independent Software Vendor (ISV) or develop ourselves.
Together this is what we call as “IT as a Service,” or ITaaS, bundled to us the end
users as a virtual data center.

Within ITaaS, there are three layers starting with Infrastructure as a Service, or
IaaS, comprised of the physical assets we can see and touch: servers, storage, and
networking switches. At the IaaS level, what cloud computing service provider can
offer is basic computing and storage capability, such as the cloud computing cen-
ter founded by IBM in Wuxi Software Park and Amazon EC2. Taking computing
power provision as an example, the basic unit provided is the server, including CPU,
memory, storage, operating system and system monitoring software.

In order to allow users to customize their own server environment, server tem-
plate technology is resorted to, which means binding certain server configuration
and the operating system and software together, and providing customized functions
as required at the same time.

Using virtualization technology, we could provide as little as 0.1 CPU in a virtual
machine to the end user, therefore drastically increasing the utilization potential of
a physical server to multiple users.

J. Zhu (=)
IBM Cloud Computing Center, China
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With virtualization increasing the number of machines to manage, service pro-
vision becomes crucial since it directly affects service management and the laaS
maintenance and operation efficiency. Automation, the next core technology, can
make resources available for users through self-service without getting the service
providers involved. A stable and powerful automation management program can
reduce the marginal cost to zero, which in turn can promote the scale effect of cloud
computing.

On the basis of automation, dynamic orchestration of resources can be realized.
Dynamic orchestration of resources aims to meet the requirements of service level.
For example, IaaS platform will add new servers or storage spaces for users auto-
matically according to the CPU utilization of the server, so as to fulfill the terms
of service level made with users beforehand. The intelligence and reliability of
dynamic orchestration of resources technology is a key point here. Additionally,
virtualization is another key technology. It can maximize resource utilization effi-
ciency and reduce cost of IaaS platform and user usage by promoting physical
resource sharing. The dynamic migration function of virtualization technology can
dramatically improve the service availability and this is attractive for many users.

The next layer within ITaaS is Platform as a Service, or PaaS. At the PaaS
level, what the service providers offer is packaged IT capability, or some logical
resources, such as databases, file systems, and application operating environment.
Currently, actual cases in the industry include Rational Developer Cloud of IBM,
Azure of Microsoft and AppEngine of Google. At this level, two core technolo-
gies are involved. The first is software development, testing and running based on
cloud. PaaS service is software developer-oriented. It used to be a huge difficulty
for developers to write programs via network in a distributed computing environ-
ment, and now due to the improvement of network bandwidth, two technologies can
solve this problem: the first is online development tools. Developers can directly
complete remote development and application through browser and remote console
(development tools run in the console) technologies without local installation of
development tools. Another is integration technology of local development tools
and cloud computing, which means to deploy the developed application directly
into cloud computing environment through local development tools. The second
core technology is large-scale distributed application operating environment. It
refers to scalable application middleware, database and file system built with a
large amount of servers. This application operating environment enables appli-
cation to make full use of abundant computing and storage resource in cloud
computing center to achieve full extension, go beyond the resource limitation of
single physical hardware, and meet the access requirements of millions of Internet
users.

The top of the ITaaS is what most non-IT users will see and consume: Software
as a Service (SaaS). At the SaaS level, service providers offer consumer or indus-
trial applications directly to individual users and enterprise users. At this level, the
following technologies are involved: Web 2.0, Mashup, SOA and multi-tenancy.

The development of AJAX technology of Web 2.0 makes Web application easier
to use, and brings user experience of desktop application to Web users, which in
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turn make people adapt to the transfer from desktop application to Web application
easily. Mashup technology provide a capability of assembling contents on Web,
which can allow users to customize websites freely and aggregate contents from
different websites, and enables developers to build application quickly.

Similarly, SOA provides combination and integration function as well, but it pro-
vides the function in the background of Web. Multi-tenancy is a technology that
supports multi tenancies and customers in the same operating environment. It can
significantly reduce resource consumptions and cost for every customer.

The following Table 2.1 shows the different technologies used in different cloud
computing service types.

Table 2.1 IaaS, PaaS and SaaS

Service type TaaS PaaS SaaS
Service category VM Rental, Online Online Operating Application and
Storage Environment, Software Rental

Service Customization
Service Provisioning

Service accessing and
Using

Service monitoring

Service level
management

Service resource
optimization

Service measurement

Service integration
and combination
Service security

Server Template

Automation
Remote Console,
Web 2.0

Physical Resource
Monitoring

Dynamic
Orchestration of
Physical Resources

Network
Virtualization,
Server
Virtualization,
Storage
Virtualization

Physical Resource
Metering

Load Balance

Storage Encryption
and Isolation,
VM Isolation,
VLAN, SSL/SSH

Online Database,
Online Message
Queue

Logic Resource
Template

Automation

Online Development
and Debugging,
Integration of
Offline
Development Tools
and Cloud

Logic Resource
Monitoring

Dynamic
Orchestration of
Logic Resources

Large-scale
Distributed File
System, Database,
Middleware etc

Logic Resource Usage
Metering
SOA

Data Isolation,
Operating
Environment
Isolation,
SSL

Application Template

Automation
Web 2.0

Application
Monitoring

Dynamic
Orchestration of
Application

Multi-tenancy

Business Resource
Usage Metering
SOA, Mashup

Data Isolation,
Operating
Environment
Isolation, SSL, Web
Authentication and
Authorization
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Transform any IT capability into a service may be an appealing idea, but to real-
ize it, integration of the IT stack needs to happen. To sum up, key technologies used
in cloud computing are: automation, virtualization, dynamic orchestration, online
development, large-scale distributed application operating environment, Web 2.0,
Mashup, SOA and multi-tenancy etc. Most of these technologies have matured in
recent years to enable the emergence of Cloud Computing in real applications.

2.2 Cloud Computing Security

One of the biggest user concerns about Cloud Computing is its security, as nat-
urally with any emerging Internet technology. In the enterprise data centers and
Internet Data Centers (IDC), service providers offer racks and networks only, and
the remaining devices have to be prepared by users themselves, including servers,
firewalls, software, storage devices etc. While a complex task for the end user, he
does have a clear overview of the architecture and the system, thus placing the
design of data security under his control. Some users use physical isolation (such as
iron cages) to protect their servers. Under cloud computing, the backend resource
and management architecture of the service is invisible for users (and thus the word
“Cloud” to describe an entity far removed from our physical reach). Without physi-
cal control and access, the users would naturally question the security of the system.

A comparable analogy to data security in a Cloud is in financial institutions where
a customer deposits his cash bills into an account with a bank and thus no longer
have a physical asset in his possession. He will rely on the technology and financial
integrity of the bank to protect his now virtual asset. Similarly we’ll expect to see a
progression in the acceptance of placing data in physical locations out of our reach
but with a trusted provider.

To establish that trust with the end users of Cloud, the architects of Cloud com-
puting solutions do indeed designed rationally to protect data security among end
users, and between end users and service providers.

From the point of view of the technology, the security of user data can be reflected
in the following rules of implementation:

1. The privacy of user storage data. User storage data cannot be viewed or changed
by other people (including the operator).

2. The user data privacy at runtime. User data cannot be viewed or changed by other
people at runtime (loaded to system memory).

3. The privacy when transferring user data through network. It includes the security
of transferring data in cloud computing center intranet and internet. It cannot be
viewed or changed by other people.

4. Authentication and authorization needed for users to access their data. Users can
access their data through the right way and can authorize other users to access.

To ensure security, cloud computing services can use corresponding technologies
shown in the Table 2.2 below:



2 Cloud Computing Technologies and Applications 25

Table 2.2 Recommendations to operators and users on cloud security

To Other Users To Operators
The privacy of user storage data SAN network zoning, mapping Bare device encryption,
Clean up disks after callback file system encryption
File system authentication
The privacy of user data at VM isolation, OS isolation OS isolation
runtime
The privacy when transferring SSL, VLAN, VPN SSL, VPN
user data through network
Authentication and authorization Firewall, VPN authentication,
needed for users to access their VPN authentication, OS authentication
data OS authentication

In addition to the technology solutions, business and legal guidelines can be
employed to enforce data security, with terms and conditions to ensure user rights
to financial compensation in case of breached security.

2.3 Cloud Computing Model Application Methodology

Cloud computing is a new model for providing business and IT services. The service
delivery model is based on future development consideration while meeting cur-
rent development requirements. The three levels of cloud computing service (IaaS,
PaaS and SaaS) cover a huge range of services. Besides computing and the ser-
vice delivery model of storage infrastructure, various models such as data, software
application, programming model etc. can also be applicable to cloud computing.
More importantly, the cloud computing model involves all aspects of enterprise
transformation in its evolution, so technology architecture is only a part of it,
and multi-aspect development such as organization, processes and different busi-
ness models should also be under consideration. Based on standard architecture
methodology with best practices of cloud computing, a Cloud Model Application
Methodology can be used to guide industry customer analysis and solve potential
problems and risks emerged during the evolution from current computing model
to cloud computing model. This methodology can also be used to instruct the
investment and decision making analysis of cloud computing model, determine the
process, standard, interface and public service of IT assets deployment and manage-
ment to promote business development. The diagram below shows the overall status
of this methodology (Fig. 2.1).

2.3.1 Cloud Computing Strategy Planning Phase

Cloud strategy contains two steps to ensure a comprehensive analysis for the strat-
egy problems that customers might face when applying cloud computing mode.
Based on Cloud Computing Value Analysis, these two steps will analyze the model
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IBM Cloud Computing Blueprint Model
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Fig. 2.1 Cloud computing methodology overview

condition needed to achieve customers’ target, and then will establish a strategy to
function as the guideline.

(1) Cloud Computing Value Proposition

The target of this step is to analyze the specific business value and possi-
ble combination point between cloud computing mode and specific users by
leveraging the analysis of cloud computing users’ requirement model and con-
sidering the best practices of cloud computing industry. Analyze the key factors
that might influence customers to apply cloud computing mode and make sug-
gestions on the best customer application methods. In this analysis, we need
to identify the main target for customer to apply cloud computing mode, and
the key problems they wish to solve. Take some common targets as exam-
ples: IT management simplification, operation and maintenance cost reduction;
business mode innovation; low cost out-sourcing hosting; high service quality
out-sourcing hosting etc.

The analysis result will be provided to support decision-making level to
make condition assessments and strategy for future development and prepare for
the strategy establishment and organization of the following cloud computing.

(2) Cloud Computing Strategy Planning

This step is the most important part of strategy phase. Strategy establishment
is based on the analysis result of the value step, and aims to establish the
strategy documentation according to the good understanding of various con-
ditions that customers might face when applying cloud computing mode to plan
for future vision and perspective. Professional analysis made by the method
above typically involves broad customer business model research, organiza-
tion structure analysis and operation process identification; also, there are some
non-functional requirement and limitation in the plan, such as the concern for
security standard, reliability requirement and rules and regulations.
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2.3.2 Cloud Computing Tactics Planning Phase

At the phase of cloud planning, it is necessary to make a detailed investigation on
customer position and to analyze the problems and risks in cloud application both at
present and in the future. After that, concrete approaches and plans can be drawn to
ensure that customers can use cloud computing successfully to reach their business
goals. This phase includes some practicable planning steps in multiple orders listed
as follows,

(1) Business Architecture Development

While capturing the organizational structures of enterprises, the business mod-
els also get the information on business process support. As various business
processes and relative networks in enterprise architecture are being set down
one after another, gains and losses brought by relative paths in the business
development process will also come into people’s understanding. We catego-
rize these to business interests and possible risks brought by cloud computing
application from a business perspective.

(2) IT Architecture Development
It is necessary to identify the major applications needed to support enterprises
business processes and the key technologies needed to support enterprise appli-
cations and data systems. Besides, cloud computing maturity models should be
introduced and the analysis of technological reference models should be made,
so as to provide help, advices and strategy guide for the design and realization
of cloud computing mode in the enterprise architecture.

(3) Requirements on Quality of Service Development

Compared with other computing modes, the most distinguishing feature of
cloud computing mode is that the requirements on quality of service (also called
non-functional needs) should be rigorously defined beforehand, for example,
the performance, reliability, security, disaster recovery, etc. This requirement is
a key factor in deciding whether a cloud computing mode application is suc-
cessful or not and whether the business goal is reached; it is also an important
standard in measuring the quality of cloud computing service or the competence
in establishing a cloud computing center.

(4) Transformation Plan Development
It is necessary to formulate all kinds of plans needed in the transformation from
current business systems to the cloud computing modes, including the general
steps, scheduling, quality guarantee, etc. Usually, an infrastructure service cloud
cover different items such as infrastructure consolidation plan report, oper-
ation and maintenance management system plan, management process plan,
application system transformation plan, etc.

2.3.3 Cloud Computing Deployment Phase

The deployment phase focuses mainly on the programming of both strategy
realization phase and the planning phases. Two steps are emphasized in this phase:
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(1) Cloud Computing Provider or Enabler Chosen
According to the past analysis and programming, customers may have to choose
a cloud computing provider or an enabler. It is most important to know that
the requirement on service level agreement (SLA) is still a deciding factor for
providers in winning a project.

(2) Maintenance and Technical Service
As for maintenance and technical service, different levels of standards are
adopted; these standards are defined by the requirement on quality of services
made beforehand. Cloud computing providers or builders have to ensure the
quality of services, for example, the security of customers in service operation
and the reliability of services.

2.4 Cloud Computing in Development/Test

Economic crises can bring with enterprise unprecedented business challenges and
more competitions for the same markets. To address these challenges, enterprises
have to optimize and update their business operations. At this critical moment, only
by offering agile operating systems to end users can enterprises turn the crisis into
opportunities and promote better development.

Years of IT development has closely linked IT with the business systems, and
operation and maintenance systems of enterprises. To a large extent, the optimiza-
tion and updating of business is indeed that of the IT system, which requires
enterprises to keep innovating in business system. As a result, how to develop new IT
systems quickly while doing rigorous tests to provide stable and trustworthy services
for customers have become the key to enterprise development. Thus, the develop-
ment testing centers have become the engines of enterprises growth and how to keep
the engines operating in a quick and effective way has become a major concern for
enterprise CIOs.

As the importance of development centers in companies grows, there will be
more and more projects, equipments and staff in these centers. How to establish
a smart development center has become many people’s concern. As the latest IT
breakthrough, how will cloud computing help to transform development test centers
and bring competitive advantages to enterprises? We want to illustrate this problem
through the following case:

Director A is the manager of an information center and he is now in charge
of all development projects. Recently, he is thinking about how to best optimize
his development and testing environment. After investigation, he concludes that the
requirements of the new test center are as follows:

Reducing the investment on hardware

Providing environment quickly for new development testing projects
Reusing equipments

Ensuring project information security
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Based on A’s requirement analysis, he can use Cloud Computing solutions to
establish a cloud-computing-based test development center for his company.

e Reducing the cost

In traditional test development systems, companies would set up an environment
for each test and development project. Different test systems may have different
functions, performances, or stabilities and thus software and hardware configura-
tions will vary accordingly. However, in a cloud test development platform, all the
servers, memories and networks needed in test development are pooling-managed;
and through the technology of virtualization, each test or development project is
provided with a logical hardware platform.

The virtual hardware platforms of multiple projects can share the same set
of hardware resources, thus through integrating the development test project, the
hardware investment will be greatly reduced.

e Providing environment for new projects

Cloud can automatically provide end users with IT resources, which include com-
puting resources, operating system platforms and application software. All of these
are realized through the automation module of Cloud.

Automation of computing resources: In the Cloud service interface, when end
users input the computing resources (processor, storage and memory) needed
according to the requirements of the application system, the Cloud platform will
dynamically pick out the resources in the corresponding resource pool and prepare
for the installation of the system platform.

Automation of system platforms: When the computing resources allocation is fin-
ished, the automation of system platforms will help you to install the system with the
computing resources on the base of the chosen system platform (windows, Linux,
AIX, etc.) dynamically and automatically. It can concurrently install operation sys-
tem platforms for all computers in need and customize an operation system with
customization parameters and system service for customers. Moreover, the users,
networks and systems can all be set automatically.

Automation of application software: The software of enterprises would be
controlled completely. The software distribution module can help you to deploy
complex mission-critical applications from one center spot to multiple places
quickly and effectively.

Through automation, Cloud can provide environment for new development test
projects and accelerate the process of development tests.

e Reusing equipments
Cloud has provided a resource management process based on development life

cycles test. The process covers many operations such as computing resource estab-
lishment, modification, release and reservation. When the test development projects
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are suspended or completed, Cloud Platform can make a back-up of the existing
test environment and release the computing resources, thereby realizing the reuse of
computing resources.

e Ensuring project information security

The cloud computing platform has provided perfect means to ensure the security
and isolation of each project. There are two ways for users to access the system:
accessing the Web management interface or accessing the project virtual machine.
To access a Web interface, one needs a user ID and a password. To control a virtual
machine access, the following methods can be adopted:

e User authentication is conducted through the VPN equipment in the external
interface of the system.

e Each project has one and only a Vlan, and the virtual machine of each project
is located inside the Vlan. The switches and the hypervisors in the hosts can
guarantee the isolation of the Vlan.

e The isolation of virtual machine is guaranteed by virtual engine itself.

e Besides, user authentication of the operation systems can also protect user
information.

Vlan is created dynamically along with the establishment of the project. Unicast
or broadcast messages can be sent among project virtual machines or between the
virtual machine and the workstation of the project members. Virtual machines of
different projects are isolated from each other, thereby guaranteeing the security of
project data. A user can get involved in several projects and meanwhile visit several
virtual machines of different projects.

The new generation of intelligent development test platforms needs the support
of intelligent IT infrastructure platforms. By establishing intelligent development
test platforms through cloud computing, a new IT resource supply mode can be
formed. Under this mode, the test development center can automatically manage
and dynamically distribute, deploy, configure, reconfigure and recycle IT resources
based on the requirements of different projects; besides, it can also install software
and application systems automatically. When projects are over, the test development
center can recycle the resources automatically, thereby making the best use of the
computing capabilities.

2.5 Cloud-Based High Performance Computing Clusters

In the development history of information science from the last half a century, High
Performance Computing (HPC) has always been a leading technology at the time.
It has become a major tool for future innovations of both theoretical and research
science. As new cross-disciplines combining traditional subjects and HPC emerge
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in the areas of computational chemistry, computational physics and bioinformatics,
computing technology need to take a leap forward as well to meet the demands of
these new research topics.

With the current financial crisis, how to provide higher computing performance
with less resource input has become a big challenge for the HPC centers. In the
construction of a new generation of computing center with high performance, we
should not only pay attention to the choice of software and hardware, but also take
fully account of the center operation, utilization efficiency, technological innova-
tion cooperation and other factors. The rationality of the general framework and
the effectiveness of resource management should also be fully considered. Only by
doing these can the center gain long-term high-performance capacity in computing
research and supply.

In other words, the new generation of high-performance computing center
does not only provide traditional high-performance computing, nor it is only a
high-performance equipment solution. The management of resources, users and vir-
tualization, the dynamic resource generation and recycling should also be taken into
account. In this way, the high-performance computing based on cloud computing
technology is born.

The cloud computing-based high-performance computing center aims to solve
the following problems:

e High-performance computing platform generated dynamically

e Virtualized computing resources

e High-performance computer management technology combined with tradi-
tion ones

e High-performance computing platform generated dynamically

In traditional high-performance computing environment, physical equipments
are configured to meet the demands of customers; for example, Beowulf Linux and
WCCS Architecture are chosen to satisfy customers’ requirements on computing
resources. All of the operation systems and parallel environment are set beforehand,
and cluster management software is used to manage the computing environment.
However, as high-performance computing develops, there are more and more end
users and application software; thus, the requirements on the computing platform
become more diverse. Different end users and application software may require dif-
ferent operation systems and parallel environment. High-performance computing
requires a new way of resource supply, in which the platform should be dynami-
cally generated according to the needs of every end user and application software;
the platform can be open, including Linux, Windows or UNIX.

e Virtualized computing resources
Since few virtualized architecture are used in traditional high-performance com-

puting, this kind of platform cannot manage virtualized resources. However, as
high-performance computing develops, in many cases we need to attain more
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virtualized resources through virtualization, for example, the development and
debugging of parallel software, and the support for more customer application etc.
In the cloud computing-based high-performance computing center, the virtual-
ization of physical resources can be realized through the Cloud platform; moreover,
virtualized resources can be used to establish high-performance computing platform
and generate high-performance computing environment whose scale is larger than
that of the actual physical resource so as to meet the requirements of customers.

e Combination with traditional management technology

The cloud computing-based high-performance computing platform can not only
manage computers though the virtualization and dynamic generation technology,
but also work together with traditional cluster and operation management soft-
ware in enabling users to manage the virtualized high-performance computers in
a traditional way, and submit their own works.

A new IT resources provision model can be attained by the adoption of cloud
computing infrastructure and high-performance computing center construction. In
this model, the computing center can automatically manage and dynamically dis-
tribute, deploy, configure, reconfigure and recycle the resources. The automatic
installation of software and application can be realized, too. By use of the model,
the high-performance computing resources can be distributed efficiently and dynam-
ically. When the project is finished, the computing center can automatically recycle
the resources to make full use of the computing power. Taking advantage of cloud
computing, the high-performance computing center can not only provide high calcu-
lating power for scientific research institutions, but also expand the service content
of computing center. In other words, it can serve as a data center to support other
applications and promote higher utilization efficiency of entire resources.

2.6 Use Cases of Cloud Computing

2.6.1 Case Study: Cloud as Infrastructure for an Internet
Data Center (IDC)

In the 1990’s, Internet portals spent huge amount of investment to attract eyeballs.
Rather than profits and losses, their market valuation were based on the number
of unique “hits” or visitors. This strategy proved to work out well as these portals
begin to offer advertisement opportunities targeting their installed user base, as well
as new paid services to the end user, thereby increasing revenue per capita in a
theoretically infinite growth curve.

Similarly Internet Data Centers (IDC) have become a strategic initiative for
Cloud service providers to attract users. With a critical mass of users consuming
computing resources and applications, an IDC would become a portal attracting
more applications and more users in a positive cycle.
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The development of the next generation of IDC hinges on two key factors. The
first is the growth of Internet. By the end of June 2008, for example, Internet users
in China totaled 253 million and the annual growth rate is as high as 56.2%.!
As a result, the requirement on Internet storage and traffic capacity grows, which
means Internet operators have to provide more storage and servers to meet users’
needs. The second is the development of mobile communication. By the end of
2008, the number of mobile phone users in China has amounted to 4 billion. The
development of mobile communication drives server-based computing and storage,
which enables users to access to the data and computing services needed via Internet
through lightweight clients.

In the time of dramatic Internet and mobile communication expansion, how can
we build new IDC with core competency? Cloud computing provides an innovative
business model for data centers, and thereby can help telecom operators to pro-
mote business innovation and higher service capabilities against the backdrop of the
whole business integration of fixed and mobile networks.

2.6.1.1 The Bottleneck on IDC Development

Products and services offered by a traditional IDC are highly homogenized. In
almost of all the

IDC’s, basic collocation services account for majority of the revenue, while
value-added services add only a small part of it. For example, in one of the IDC’s of
a telecom operator, the hosting service claims 90% of its revenue, while value-added
service takes only 10%. This makes it impossible to meet customers’ requirements
on load balance, disaster recovery, data flow analysis, resource utilization analysis,
and etc.

The energy utilization is low, but the operation costs are very high. According to
CCID research statistics,” the energy costs of IDC enterprises make up about 50%
of their operating costs and more servers will lead to an exponential increase in the
corresponding power consumption.> With the increase of the number of Internet
users and enterprise IT transformation, IDC enterprises will have to face a sharp
increase in power consumption as their businesses grow. If effective solutions are
not taken immediately, the high costs will undermine the sustained development of
these enterprises.

Besides, as online games and Web 2.0 sites become increasingly popular, all
types of content including audio, videos, images and games will need a massive
storage and relevant servers to support transmission. This will result in a steady
increase in enterprises’ requirements for IDC services, and higher standards on the
utilization efficiency of resources in data centers as well as the service level.

I www.ibm.com/cloud

2blog.irvingwb.com/blog/2008/07/what—is—cloud-c.html
3Source: CCIDConsulting, 2008-2009 China IDC Market Research Annual Report
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Under the full service operation model emerged after the restructuring of telecom
operators, the market competition becomes more and more fierce. The consolidation
of fixed network and mobile services imposes higher requirements on telecom IDC
operators as they have to introduce new services to meet market demands in time.

2.6.1.2 Cloud Computing Provides IDC with a New Infrastructure Solution

Cloud computing provides IDC with a solution that takes into consideration of
both future development strategies and the current requirement for development.
Cloud computing builds up a resource service management system where physi-
cal resources is on the input, and the output is the virtual resources on right time
and with the right volume and right quality. Thanks to the virtualization technology,
the resources of IDC centers including servers, storage and networks are put into a
huge resource pool by cloud computing. With cloud computing management plat-
form, administrators are able to dynamically monitor, schedule and deploy all the
resources in the pool and provide them for the users via network. A unified resource
management platform can lead to higher efficiency of IDC operation and sched-
ule efficiency and utilization of the resources in the center and lower management
complexity. The automatic resource deployment and software installation help to
guarantee the timely introduction of new services and can lower the time-to-market.
Customers can use the resources in data centers by renting based on their business
needs. Besides, as required by business development needs, they are allowed to
adjust the resources that they rent timely, and pay fees according to resource usage.
This kind of flexible charging mode makes IDC more appealing. The management
through a unified platform is also helpful to IDC expansion. When an IDC operator
needs to add resources, new resources can be added to the existing cloud computing
management platform to be managed and deployed uniformly.

Cloud computing will make it an unceasing process to upgrade software and add
new functions and services, which can be done through intelligent monitoring and
automatic installation program instead of manual operation.

According to the Long Tail Theory, cloud computing builds infrastructures based
on the scale of market head, and provides marginal management costs that are nearly
zero in market tail as well as a plug-and-play technological infrastructure. It man-
ages to meet diversified requirements with variable costs. In this way, the effect of
the Long Tail is realized to keep a small-volume production of various items and by
the use of innovative IT technology, and it sets up a market economy model which
is open to competition and favorable to the survival of the fittest.

2.6.1.3 The Value of Cloud Computing for IDC Service Providers

First of all, based on cloud computing technology, IDC is flexible and scalable, and
can realize the effect of Long Tail at a relatively low cost. The cloud computing
platform is able to develop and launch new products at a low marginal cost of man-
agement. Therefore, startup costs of new business can be reduced to nearly zero, and
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the resources would not be limited to a single kind of products or services. So under
a specified investment scope, the operators can greatly expand products lines, and
meet the needs of different services through the automatic scheduling of resources,
thereby making a best use of the Long Tail.

Secondly, the cloud computing dynamic infrastructure is able to deploy resources
in a flexible way to meet business needs at peak times. For example, during the
Olympics, the websites related to the competitions are flooded with visitors. To
address this problem, the cloud computing technology would deploy other idle
resources provisionally to support the requirements on resources at the peak hours.
The United States Olympic Committee has applied the cloud computing technolo-
gies provided by AT&T to support competitions viewing during Olympics. Besides,
SMS and telephone calls on holidays, as well as the application and inquiry days for
examinations also witness the requirements for resources at the peak.

Thirdly, cloud computing improves the return on investment for IDC service
providers. By improving the utilization and management efficiency of resources,
cloud computing technologies can reduce computing resources, power consump-
tion, and human resource costs. Additionally, it can lead to shorter time-to-market
for a new service, thereby helping IDC service providers to occupy the market.

Cloud computing also provides an innovative charging mode. IDC service
providers charge users based on the resource renting conditions and users only have
to pay for what they use. This makes the payment charging more transparent and
can attract more customers (Table 2.3).

2.6.1.4 The Value Brought by Cloud Computing for IDC Users

First, initial investments and operating costs can be lowered, and risks can be
reduced. There is no need for IDC users to make initial investments in hardware

Table 2.3 Value comparison on co-location, physical server renting and IaaS for providers

Physical server

Co-location renting IaaS with cloud computing
Profit margin Low. Low. High.
Intense Intense Cost saving by resource
competition competition sharing
Value add service ~ Very few Few Rich, such as IT service

management, software
renting, etc

Operation Manual operation. Manual operation. Automatic and integrated
Complex Complex operation. End to end
request management

Response to Manual action. Slow Manual action. Slow Automatic process. Fast
customer
request

Power Normal Normal Reduce power by server
consumption consolidation and sharing.

Scheduled power off
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and expensive software licenses. Instead, users only have to rent necessary hard-
ware and software resources based on their actual needs, and pay according to usage
conditions. In the era of enterprise informatization, more and more subject matter
experts have begun to establish their own websites and information systems. Cloud
computing can help these enterprises to realize informatization with relatively less
investment and fewer IT professionals.

Secondly, an automatic, streamlined and unified service management platform
can rapidly meet customers’ increased requirements for resources, and can enable
them to acquire the resources in time. In this way customers can become more
responsive to market requirements and enhance business innovation.

Thirdly, IDC users are able to access more value-added services and achieve
faster requirement response. Through the IDC cloud computing unified service
delivery platform, the customers are allowed to put forward personalized require-
ments and enjoy various kinds of value-added services. And their requirements
would get a quick response, too (Table 2.4).

2.6.1.5 Cloud Computing Can Make Fixed Costs Variable

An IDC can provide 24*7 hosting services for individuals and businesses. Besides
traditional hosting service, these clients also need the cloud to provide more applica-
tions and services. In so doing, enterprises are able to gain absolute control on their
own computing environment. Furthermore, when necessary, they can also purchase
online the applications and services that are needed quickly at any time, as well as
adjust the rental scale timely.

Table 2.4 Value comparison on co-location, physical server renting and IaaS for users

Co-location Physical server renting IAAS using Cloud
Performance Depend on hardware Depend on hardware Guaranteed
performance
Price Server investment plus Bandwidth and server CPU, memory, storage,
bandwidth and space renting fee bandwidth fee. Pay
fee per use
Availability Depend on single Depend on single High available by
hardware hardware hardware failover
Scalability Manual scale out Manual scale out Automated scale out
System Manual hardware setup ~ Manual hardware setup ~ Automated OS and
management and configuration. and configuration. software installation.
Complex Complex Remote monitoring
and control. Simple
Staff High labor cost and skill ~High labor cost and skill Low labor cost and skill
requirement requirement requirement
Usability Need on site operation Need on site operation All work is done
through Web UL

Quick action
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2.6.1.6 An IDC Cloud Example

In one example, an IDC in Europe serves industry customers in four neighboring
countries, which covers sports, government, finance, automobile and the healthcare.

This IDC attaches great importance to cloud computing technology in the hope
of establishing a data center that is flexible, demand-driven and responsive. It has
decided to work with cloud computing technology to establish several cross-Europe
cloud centers. The first five data centers are connected by virtual SAN and the lat-
est MPLS technology. Moreover, the center complies with the ISO27001 security
standard, and other security functions that are needed by the banks and government
organizations, including auditing function provided by certified partners, are also
realized (Fig. 2.2).

Enterprise customer

ISV and development community

[ ——

Virtual infrastructure Virtual infrastructure 1

=
I I
1 ! 1
| ' S |
Network N | : Network N '
Storage | |gplation I Storage
|
1 ! 1

Servers ﬁSoftware Servers D Software
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Server Network Storage
Consolidated IDC fabric

Fig. 2.2 IDC cloud

The IDC uses the main Data Center to serve customers in its sister sites. The
new cloud computing center will enable this IDC to pay for fixed or usage-based
changeable services according to credit card bill. In the future, the management
scope of this hosting center expand to even more data centers in Europe.

2.6.1.7 The Influence of Cloud Computing in 3G Era

Ever since 3G services are launched by the major communication operators, the sim-
ple voice and information service can no longer meet the growing requirements of
users. The 3G data services have become the focus of competition among operators.
Many operators have introduced some specialized services. And with the growth of
3G clients and the expansion and improvement of 3G networks, operators have to
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provide more diversified 3G services to survive in the fierce market competition.
Cloud can be used as a platform to provide such value added services.

In this 3G era, mobile TV, mobile securities and data backup will all become
critical businesses. Huge amounts of videos, images, and documents are to be stored
in data centers so that users can download and view them at any time, and they can
promote interaction. Cloud computing can effectively support this kind of business
requirements, and get maximal storage with limited resources. Besides, it can also
search and provide the resources that are needed to users promptly to meet their
needs.

After the restructuring of operators, the businesses of leading service providers
will all cover fixed network and mobile service, and they may have to face up to
fierce competition in 3G market. Cloud computing can support unified monitoring
and dynamic deployment of resources. So, during the business consolidation of the
operators, the cloud computing platform can deploy necessary resources in time to
support business development, and respond quickly to market requirements to help
operators to gain larger market share.

The 3G-enabled high bandwidth makes it easier and quicker to surf Internet
through mobile phones and it has become a critical application of 3G technolo-
gies. Cloud computing makes it compatible among different equipments, software
and networks, so that the customers can access the resources in the cloud through
any kinds of clients.

2.6.2 Case Study — Cloud Computing for Software Parks

The traditional manufacturing industry has helped to maintain economic growth
in previous generations, but it has also brought along a host of problems such as
labor market deterioration, huge consumption of energy resources, environmental
pollution, and ever-more drive towards lower cost. As an emerging economy begins
its social transformation, software outsourcing has gained an edge compared with
traditional manufacturing industry: on one hand, it can attract and develop top-level
talent to enhance the technical level and competitive power of a nation; on the other
hand, it can also prompt the smooth structural transformation to a sustainable and
green service industry, thereby ensuring continuous prosperity and endurance even
in difficult times.

As such, software outsourcing has become a main business line for many emerg-
ing economies to ramp up their service economy, based on economies of scale and
affordable costs. To reach this goal, software firms in these emerging economies
need to conform their products and services to international standards and absorb
experiences from developed nations to enhance the quality of their outsourcing
services. More importantly, good policy support from the government and nec-
essary infrastructures are critical components in the durability of these software
outsourcing firms.

The IT infrastructure is surely indispensable for software outsourcing and soft-
ware businesses. To ensure the success of software outsourcing, there are two
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prerequisites: a certification standard of software management which is of inter-
national level (such as CMM Level 5), and an advanced software designing,
programming and testing pipeline, namely the software development platform of
data center. The traditional data center only put together all the hardware devices of
the enterprise, leading to the monopolization of some devices by a certain project
or business unit. This would create huge disparity within the system and can’t guar-
antee the quality of applications and development. Besides, it would result in cost
increase and unnecessary spending and in the long term undermine the enterprise’s
competitive power in the international market of software outsourcing. Furthermore,
when a new project is put on the agenda, it would take a long time to prepare for
and address the bottleneck of the project caused by the traditional IT equipments.

To pull the software enterprises out of this dilemma, IBM firstly developed
a brand-new management mode for software developing environment: the man-
agement and development platform of “cloud computing”. The platform was
constructed with the aid of the accumulated experience of IBM itself in the field
of software outsourcing service and data center management. The valuable experi-
ence from the long-term cooperation with other software outsourcing powers is also
taken into consideration. This platform is a new generation of data center manage-
ment platform. Compared with traditional data center, it has outstanding technical
advantages.

Below is the schematic diagram of the relationship between Cloud Computing
platform and software outsourcing ecosystems (Fig. 2.3):

Firstly, the platform can directly serve as a data service center for software out-
sourcing companies in the Software Park and neighboring enterprises. As soon as
a software outsourcing order is accepted, the company can turn to the manage-
ment and development platform of “cloud computing” to look for IT resources
suitable for use, the process of which is as simple and convenient as booking
hotel via Internet. Besides, by relying on IBM’s advanced technology, the cloud
computing platform is able to promote unified administrative standard to ensure
the confidentiality, security, stability and expandability of the platform. That is to

AR, AU, /S
Software Development
and Test Platform

Virtualized Cloud Infrastructure J

Fig. 2.3 Cloud computing platform and software outsourcing ecosystems
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say, thanks to its brand effect, the platform developed by the software demon-
stration plot is up to international advanced level, and could thereby enhance
the service level of software outsourcing in the entire park. The final aim is
to measure up to international standards and to meet the needs of international
and Chinese enterprises. Meanwhile, a platform of unified standard can lower IT
maintenance costs and raise the response speed for requirements, making possi-
ble the sustainable development of the Software Park. Lastly, the management and
development platform of cloud computing can directly support all kinds of appli-
cations and provide enterprise users with various services including outsourcing
and commercial services as well as services related to academic and scientific
researches.

The following are the benefits brought to the outsourcing services companies
and outsourcing demonstration plot of Wuxi government by the management and
development platform of cloud computing:

(1) For outsourcing service companies which apply cloud computing platform:

e An advanced platform with unified standard is provided and the quality is
guaranteed;

e IT management becomes easier and the costs of developing products is
greatly lowered;

e Response speed for business demand is enhanced and expandability
is ensured;

e Existing applications and newly-emerged data-intensive applications are
supported;

e Miscellaneous functions for expediting the speed of innovation is also
provided for outsourcing service companies, colleges and universities and
research institutes.

(2) Below are the advantages brought to the outsourcing demonstration plot of
Wuxi government through the application of cloud computing platform:

e The government can transform from a supervision mode to a service mode
which is in favor of attracting investments;

e [t is conducive to environmental protection and the build-up of a harmonious
society;

e It can support the development of innovative enterprises and venture compa-
nies.

Detailed information about the major functions and technical architectures of
the management and development platform of Cloud Computing is introduced as
below:
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2.6.2.1 Cloud Computing Architecture

The management and development platform of Cloud Computing is mainly
composed of two functional sub-platforms: outsourcing software research and
development platform and operation management platform.

e Outsourcing software research and development platform: an end-to-end soft-
ware development platform is provided for the outsourcing service companies in
the park. In terms of functions, the platform generally covers the entire software
developing lifecycle including requirement, designing, developing and testing
of the software. It helps the outsourcing service companies in establishing a
software developing procedure that is effective and operable.

e Operation management platform: according to the outsourcing service company’s
actual demand in building the research and development platform, as well as the
practical situation of the software and hardware resources distribution in data cen-
ter, the platform provides automatic provisioning services on demand of software
and hardware resources. Also, management on resources distribution is based on
different processes, posts and roles and resource utilization report will also be
provided.

Through the cooperative effect of the two platforms mentioned above, the man-
agement and development platform of “cloud computing” could fully exert its
advantage. The construction of outsourcing software research and development
platform can be customized according to different project needs (e.g., games devel-
opment platform, e-business development platform, etc), which can show the best
practices of IBM’s outsourcing software development services. And the operation
management platform can provide supporting functions such as management on
the prior platform, as well as operation and maintenance, and rapid configuration.
It is also significant in that it can reduce the workload and costs of operation and
management. Unlike the handmade software research and development platform,
it is both time-saving and labor-saving, and it is not that easy to make mistakes
n 1t.

2.6.2.2 Outsourcing Software Research and Development Platform

The outsourcing software research and development at the enterprise level have to
put an emphasis on the cooperation and speed of software development. It man-
ages to combine the software implantation with verification, so as to ensure the high
quality of software and shorten the period of development. The program is targeted
at and suitable for different types of outsourcing research and development compa-
nies with a demand for code development cooperation and document management.
The detailed designing of the program varies according to different enterprise needs
(Fig. 2.4).
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Fig. 2.4 Software outsourcing services platform

As can be seen in the chart, the primary construction of the outsourcing software
research and development platform consists of the construction of 4 sub-platforms:

Requirement architecture management platform
Quality assurance management platform

Quality assurance management supporting platform
Configuration and changes management platform

The integrated construction and operation of these four sub-platforms cover the
entire developing lifecycle of requirement, designing, developing and testing of the
software. They are customer-oriented and are featured by high quality, and good
awareness of quality prevention. With the help of these four sub-platforms, the out-
sourcing service companies can manage to establish a software development process
with high efficiency and operability.

2.6.3 Case Study — an Enterprise with Multiple Data Centers

Along with China’s rapid economic growth, the business of one state-owned
enterprise is also gearing up for fast expansion. Correspondingly, the group has
increasingly higher demand for the supporting IT environment. How can the group
achieve maximum return on its IT investment? For the IT department, on one hand
is repetitive and time-consuming work of system operation and management; while
there is an increasingly higher demand from the managers to support the company’s
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business and raise its competitive power and promote business transformation.
Faced with this problem, this enterprise is now searching for solutions in Cloud
Computing.

Enterprise Resources Plan (ERP) plays an important role as supporting the entire
business in the company. The existing EAR system is not able to apply automatic
technology. Repeated, manual work accounts for the majority of the system main-
tenance operation, which leads to lower efficiency and higher pressure on the IT
system maintenance operation. Meanwhile, on the technical level, it lacks of tech-
nology platform to perform the distribution, deployment, as well as state control and
recycle of system resources. As a result, the corresponding information resources
management is performed through traditional manual work, which is in contradic-
tion with the entire information strategy of the company. The specifics are listed as
below:

e The contradiction between the increasing IT resources and limited human
resources

e The contradiction between automatic technology and traditional manual work

e The effectiveness and persistence of resources information (including configura-
tion information)

The company has invested a lot in information technology. It has not only con-
structed the ERP system for the management and control of enterprise production,
but also upgraded the platform, updated host computer and improved IT manage-
ment in infrastructure. In a word, the SAP system is of great significance in the IT
system of Sinochem Group.

The implementation of Cloud Computing platform has helped to solve the
problems faced by the IT department in this company.

2.6.3.1 Overall Design of the Cloud Computing Platform in an Enterprise

The Cloud Computing Platform mainly is related to three discrete environments of
the company’s data centers: the training, development/test and the disaster recovery
environment. These systems involved in cloud computing are respectively located
in Data Center A, Datacenter B and the disaster center in Data Center C. It shows
the benefits of Cloud Computing virtualization crossing physical sites. See the
following Fig. 2.5:

Combined with the technical characteristics of the Cloud Computing plat-
form and the application characteristics of the ERP system in the company, the
construction project has provided the following functions:

e The installation and deployment of the five production systems of ERP

e The automatic deployment of hardware: logical partition and distribution of
hardware resources.

e The installation and recovery of the centralized AIX operating system

e Display of system resource usage: CPU/memory/disk usage.
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2.6.4 Case Study: Cloud Computing Supporting SaaS

By adopting cloud computing solutions, a telco can address the IT challenges faced
by SMEs. Thanks to the services provided by the Blue Cloud system, VNTT has
provided the customers with IBM Lotus Foundation and WebSphere Portal Express
business OA service based on Redhat, CentOS and Windows platform. Besides,
VNTT also provides customers with email services, file sharing and Web server
that are always ready for use. For better internal and external communication, these
enterprises need only one portal to rent the portal server based on IBM WebSphere
Portal.

By applying Cloud Computing as the underlying infrastructure, a telecommu-
nications company can provide its customers with a larger scale of IT services,
including infrastructure hosting, collaborative platform, applications, process and
information service; meanwhile, it can also ensure data security, convenience of
access and the easy management of the environment. In this instance, Cloud will
provide a strong technical infrastructure support as well as an effective combination
with business model innovation (Fig. 2.6).

2.7 Conclusion

With Cloud Computing as a new way to consume IT services, we can be much more
flexible and productive in utilizing dynamically allocated resources to create and to
operate. Cloud will continue to evolve as the foundation for the future Internet where
we will be interconnected in a web of content and services.






Chapter 3
Key Enabling Technologies for Virtual Private
Clouds

Jeffrey M. Nick, David Cohen, and Burton S. Kaliski Jr.

Abstract The concept of a virtual private cloud (VPC) has emerged recently as a
way of managing information technology resources so that they appear to be oper-
ated for a single organization from a logical point of view, but may be built from
underlying physical resources that belong to the organization, an external service
provider, or a combination of both. Several technologies are essential to the effective
implementation of a VPC. Virtual data centers provide the insulation that sets one
organization’s virtual resources apart from those of other organizations and from the
underlying physical infrastructure. Virtual applications collect those resources into
separately manageable units. Policy-based deployment and policy compliance offer
a means of control and verification of the operation of the virtual applications across
the virtual data centers. Finally, service management integration bridges across the
underlying resources to give an overall, logical and actionable view. These key
technologies enable cloud providers to offer organizations the cost and efficiency
benefits of cloud computing as well as the operational autonomy and flexibility to
which they have been accustomed.

3.1 Introduction

It is becoming relatively commonplace for organizations to outsource some or all
of their IT operations to an external “cloud” service provider that offers specialized
services over the Internet at competitive prices. This model promises improved total
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cost of ownership (TCO) through the leverage of large-scale commodity resources
that are dynamically allocated and shared across many customers. The problem
with this model to date is that organizations have had to give up control of the
IT resources and functions being outsourced. They may gain the cost efficiencies of
services offered by the external provider, but they lose the autonomy and flexibility
of managing the outsourced IT infrastructure in a manner consistent with the way
they manage their internal IT operations.

The concept of a virtual private cloud (VPC) has emerged recently (Cohen,
2008; Wood, Shenoy, Gerber, Ramakrishnan, & Van der Merwe, 2009; Extend Your
IT Infrastructure with Amazon Virtual Private Cloud, http://aws.amazon.com/vpc/)
as answer to this apparent dilemma of cost vs. control. In a typical approach,
a VPC connects an organization’s information technology (IT) resources to a
dynamically allocated subset of a cloud provider’s resources via a virtual pri-
vate network (VPN). Organizational IT controls are then applied to the collective
resources to meet required service levels. As a result, in addition to improved
TCO, the model promises organizations direct control of security, reliability and
other attributes they have been accustomed to with conventional, internal data
centers.

The VPC concept is both fundamental and transformational. First, it pro-
poses a distinct abstraction of public resources combined with internal resources
that provides equivalent functionality and assurance to a physical collection
of resources operated for a single organization, wherein the public resources
may be shared with many other organizations that are also simultaneously
being provided their own VPCs. Second, the concept provides an actionable
path for an organization to incorporate cloud computing into its IT infras-
tructure. Once the organization is managing its existing resources as a private
cloud (i.e., with virtualization and standard interfaces for resource manage-
ment), the organization can then seamlessly extend its management domain to
encompass external resources hosted by a cloud provider and connected over
a VPN.

From the point of view of the organization, the path to a VPC model is
relatively straightforward. In principle, it should be no more complicated, say,
than the introduction of VPNs or virtual machines into the organization’s IT
infrastructure, because the abstraction preserves existing interfaces and service
levels, and isolates the new implementation details. However, as with intro-
duction of any type of abstraction, the provider’s point of view is where the
complexities arise. Indeed, the real challenge of VPCs is not whether organi-
zations will embrace them once they meet organizational IT requirements, but
how to meet those requirements — especially operational autonomy and flexibil-
ity — without sacrificing the efficiency that motivated the interest in the cloud to
begin with.

With the emergence of VPCs as a means to bring cloud computing to organiza-
tions, the next question to address is: What are the key technologies cloud providers
and organizations need to realize VPCs?
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3.2 Virtual Private Clouds

A cloud, following NIST’s definition that has become a standard reference (Mell
& Grance, 2009), is a pool of configurable computing resources (servers, networks,
storage, etc.). Such a pool may be deployed in several ways, as further described in
Mell and Grance (2009):

A private cloud operated for a single organization;

A community cloud shared by a group of organizations;
A public cloud available to arbitrary organizations; or
A hybrid cloud that combines two or more clouds.

The full definition of a private cloud given in Mell and Grance (2009) is

Private cloud. The cloud infrastructure is operated solely for an organization. It may be
managed by the organization or a third party and may exist on premise or off premise.

The definition suggests three key questions about a cloud deployment:
. Who uses the cloud infrastructure?

. Who runs the infrastructure?
3. Where is the infrastructure?

o =

The distinction among private, community, public, and hybrid clouds is based
primarily on the answer to the first question. The second and third questions are
implementation options that may apply to more than one deployment model. In
particular, a cloud provider may run and/or host the infrastructure in all four cases.

Although NIST’s definition does not state so explicitly, there is an implication
that the cloud infrastructure refers to physical resources. In other words, the com-
puting resources in a private cloud are physically dedicated to the organization; they
are used only (i.e., “solely”) by that organization for a relatively long period of time.
In contrast, the computing resources in a public or community cloud are potentially
used by multiple organizations over even a short period of time.

The physical orientation of the definition motivates the concept of a virtual pri-
vate cloud, which, following the usual paradigm, gives an appearance of physical
separation, i.e., extending (Mell & Grance, 2009):

Virtual private cloud (VPC). The cloud infrastructure appears as though it is operated solely
for an organization. It may be managed by the organization or a third party and may exist
on premise or off premise — or some combination of these options.

In other words, a VPC offers the function of a private cloud though not necessar-
ily its form. The VPC’s underlying, physical computing resources may be operated
for many organizations at the same time. Nevertheless, the virtual resources pre-
sented to a given organization — the servers, networks, storage, etc. — will satisfy the
same requirements as if they were physically dedicated.
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The possibility that the underlying physical resources may be run and/or hosted
by a combination of the organization and a third party is an important aspect of the
definition, as was first articulated by R. Cohen in a May 2008 blog posting (Cohen,
2008) that introduced the VPC concept:

A VPC is a method for partitioning a public computing utility such as EC2 into quarantined
virtual infrastructure. A VPC may encapsulate multiple local and remote resources to appear
as a single homogeneous computing environment bridging the ability to securely utilize
remote resources as part of [a] seamless global compute infrastructure.

Subsequent work has focused on a specific implementation profile where the
VPC encompasses just the resources from the public cloud. Wood et al. in a June
2009 paper (Wood, Shenoy, Gerber, Ramakrishnan, & Van der Merwe, 2009) write:

A VPC is a combination of cloud computing resources with a VPN infrastructure to give
users the abstraction of a private set of cloud resources that are transparently and securely
connected to their own infrastructure.

Likewise, Amazon describes its virtual private cloud in a January 2010
white paper (Extend Your IT Infrastructure with Amazon Virtual Private Cloud,
http://aws.amazon.com/vpc/) as “an isolated portion of the AWS cloud,” again
connected to internal resources via a VPN.

In both Wood et al. and Amazon, a VPC has the appearance of a private cloud,
so meets the more general definition stated above. However, the implementation
profile imposes the limitation that the physical resources underlying the VPC are
hosted and run by a cloud provider. In other words, the answer to the second and
third questions above is “external.” Although internal resources, e.g., the “enterprise
site” of Wood et al., are connected to the VPC over the VPN, they are not part of the
VPC proper.

This article maintains R. Cohen’s broader definition because the cloud for which
an organization will be responsible, ultimately, will encompass most or all of its
resources, not just the external portions. The primary VPC implementation profile
considered here is therefore one in which the underlying resources are drawn from a
public cloud and an internal, private cloud — or, in other words, from a hybrid cloud
that combines the two (see Fig. 3.1) (Note 1). How those resources are managed in
order to meet organizational IT requirements is the focus of the sections that follow.

Note

1. The implementation profile is most relevant to medium to large enterprises
that already have substantial internal IT investments and are likely to maintain
some of those resources while incorporating IT services from an external cloud
provider. For enterprises that outsource all IT to a cloud provider, the imple-
mentation profile would include only the external resources. The key enabling
technologies for VPCs are relevant in either case.
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Fig. 3.1 Primary virtual
private cloud (VPC)
implementation profile: VPC
is built from the hybrid of an
external public cloud and an
internal private cloud

External Public
Cloud
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3.3 Virtual Data Centers and Applications

An organization’s objective for its use of IT in general is to realize certain
information-based business processes while conforming with applicable laws and
regulations, and optimizing the cost/benefit tradeoff. Whether implemented with
cloud computing or with conventional IT, the organization’s high-level IT objec-
tives are the same. The promise of cloud computing is that over time, organizations
may be able to meet those objectives with an ever improving cost/benefit tradeoff.

3.3.1 Virtual Data Centers

In conventional IT, data centers provide a convenient way of organizing resources
into locally connected pools. The locality provides an opportunity for common
physical oversight and improved network performance among resources within
the data center. In effect, a data center can be viewed as a local container of IT
resources that can be managed together from a resource, security, and/or information
perspective.

Virtualization, as a general paradigm, insulates resources and functionality from
the underlying physical implementation, with the consequent advantage that vir-
tual resources can be dynamically allocated to an organization without concern (by
the organization) for the underlying physical implications. Moreover, the virtual
resources can readily be migrated from one physical environment to another — for
instance, between the organization’s data centers and data centers operated by a
cloud provider.

From this perspective, virtual resources “in the cloud” are, in principle, location-
and container-independent. However, for the same reasons as in conventional IT,
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containers and location-type attributes may play an important role in practice,
because organizations will continue to call for the performance advantages that
locality brings, and it will be convenient to manage resources as sets. Accordingly,
just as data centers are the basic, high-level unit of management in conventional IT,
it is reasonable to expect that virtual data centers — the first key enabling technology
for VPCs — will be the basic, high-level unit of resource management (Notes 1, 2):

Virtual data center (VDC). A pool of virtual resources that appear in terms of performance to
be locally connected, and can be managed as a set.

For practical reasons, a VDC will typically be implemented based on a single,
underlying physical data center; the apparent local connectivity would otherwise be
difficult to achieve (although there are recent high-performance network technolo-
gies that do span physical data centers). The limitation is only in one direction, of
course: A given physical data center can host more than one VDC. Furthermore,
a data center operated by a public cloud provider may offer VDCs to multiple
organizations, or henceforth, fenants, so the underlying computing environment is
multi-tenant.

In addition to local connectivity, the placement of resources in a particular
location may offer geographical advantages such as proximity to certain users or
energy resources, or diversity of applicable laws and regulations. The placement of
resources across multiple, independent locations can also help improve resilience.
Such geographical aspects may be “virtualized” by policy-based management (see
Section 3.4 below). The VDC (and/or its resources) would be selected so that they
achieve the desired properties, with the actual location left to the implementation
(although certain properties may only be achievable in a specific geography).

In addition, VDCs, like physical data centers, may vary in terms of the capabili-
ties they offer, such as:

The types of virtual resources that are supported;

. The cost, performance, security, and other attributes of those resources (and of
the VDC in general), including the types of energy used; and

3. Specific resources that are already present and may be inconvenient to obtain

elsewhere, such as large data sets or specialized computing functionality.
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Rather than presenting the appearance of a physical data center as it actually is,
the VDC abstraction can show a data center as it ideally should be. As a result, a
VDC offers the opportunity for simplified, unified management from the point of
view of the organization using it.

Given the VDC as a basic unit of management, the primary VPC implementation
profile may be further refined as one in which the virtual resources are organized
into the combination of
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e One or more private VDCs hosted by a cloud provider; and
e One or more internal, private VDCs hosted by the organization

The cloud provider’s VDCs would be based on scalable partitions of the cloud
provider’s public data centers; the internal VDCs could be simply the virtualization
of the organization’s existing data centers, or perhaps again scalable partitions. In
either case, the modifier private, is essential: In order for the resulting VPC to appear
as though it is operated solely for an organization, the component VDCs must be so
as well.

Building a VPC thus decomposes into the problem of building a private VDC,
or, expanding the definition, a pool of virtual resources that appears to be locally
connected and to be operated for a single organization. The specific translation
between a private VDC and underlying physical resources is, of course, a matter
of implementation, but several technologies clearly will play a key role, including,
obviously, virtualization and resource management, as well as, possibly, encryption
of some form (Note 3).

With this first enabling technology in place, an organization using a VPC will
have at its disposal some number of private VDCs or containers into which it may
deploy resources, as well as the possibility of obtaining additional VDCs if needed.
How those containers are used is the subject of the next enabling technology.

Notes

1. Cloud computing can be realized without the data center metaphor, for instance
in settings where local connectivity is not important, such as highly distributed
or peer-to-peer applications. The focus here is on the typical enterprise use cases,
which are data-center based.

2. Virtualization, in principle, gives an appearance of privacy in the sense that if
all tenants interact only through the VDC abstraction, then, by definition, they
cannot access one another’s resources (assuming of course that in the physical
counterpart whose appearance is being presented, they cannot do so). Thus, vir-
tualization of servers, networks, storage, etc., alone is arguably sufficient to build
a VDC (as far as appearances; resource management is also needed to handle
scheduling, etc.).

There are two main problems with this position. First, there may be paths out-
side the abstraction by which parties may interact with the underlying resources.
At the very least, the infrastructure operator will have such access, both phys-
ical and administrative. Second, there may be paths within the abstraction that
inadvertently enable such interaction, whether due to errors or to side channels
that are not completely concealed. This introduces the possibility of malevo-
lent applications or mal-apps that target other tenants sharing the same public
computing environment. The cloud cartography and cross-VM information leak-
age techniques of Ristenpart, Tromer, Shacham, and Savage (2009) are recent
examples.
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It is worth noting that comparable vulnerabilities are already being dealt with
by conventional data centers through a range of security controls, from encryp-
tion to behavioral analysis. The difference in cloud computing is not as much
the nature of the vulnerabilities, as the number of potential adversaries “in the
camp.” A base and adaptive set of security controls will be essential for the
abstraction, robustly, to maintain its assurances, while applications implement
additional controls above the abstraction just as they would if running directly
on physical infrastructure. A good example of such an additional control is the
VPN (which is visible to applications in the private VDC model).

Trusted computing (Mitchell, 2005) may also play a role in private VDCs
by providing a root of trust with respect to which tenants may verify the
integrity of their resources. The integration of trusted computing and virtualiza-
tion is explored more fully in projects such as Terra by Garfinkel, Pfaff, Chow,
Rosenblum, and Boneh (2003) and Daonity (now continued as Daoli) (Chen,
Chen, Mao, & Yan, 2007).

3.3.2 Virtual Applications

Information-based processes in conventional IT are realized by various applications
involving interactions among collections of resources. The resources supporting a
given application may run in a single data center or across multiple data centers
depending on application requirements.

Continuing the analogy with conventional IT, one may expect that virtual appli-
cations — the second key enabling technology — will be the basic, high-level unit of
resource deployment:

Virtual application. A collection of interconnected virtual resources deployed in one or more
virtual data centers that implement a particular IT service.

A virtual application consists not only of the virtual machines that implement the
application’s software functionality, but also of the other virtual resources needed to
realize the application such as virtual networks and virtual storage. In this sense, a
virtual application extends the concept of a virtual appliance (Sapuntzakis & Lam,
2003), which includes the complete software stack (virtual machines and operating
system, with network interfaces) implementing a single service, to encompass the
set of services supporting the application.

Just as a VDC can show a data center in a more ideal form, a virtual application
can present the appearance of an application as it ideally should be. Today, security,
resource management, and information management are typically enforced by the
operating system and application stack, which makes them complex and expensive
to implement and maintain. With the simplified, unified management provided by
the virtual application abstraction and encapsulation of application components in
virtual machine containers, the virtual application container becomes a new control
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point for consistent application management. Instead of orchestrating each resource
individually, an organization can operate on the full set in concert, achieving the
equivalent of “one click” provisioning, power on, snapshot, backup, and so on.

The primary VPC implementation profile may be now refined again as one in
which virtual applications consisting of virtual resources run across one or more
VDCs (see Fig. 3.2) (Note 1).
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Fig. 3.2 Virtual applications R e > iy N
run across one or more Virtual Private Cloud .. :
private virtual data centers
(VDCs), connected by virtual
private networks (VPNs)

The Open Virtualization Format (OVF, 2009) recently standardized by the Data
Management Task Force offers a convenient way to specify collections of virtual
machines. Through metadata, the interconnections between those machines and
their dependencies on other resources such as networks and storage may also be
expressed, supporting full virtual applications as defined here. In addition to sev-
eral commercial products, the specification is also supported in the Open-OVF open
source project (open-ovf.sourceforge.net).

An organization using a VPC with the first two enabling technologies now intro-
duced will be able to use its private VDCs to deploy virtual applications. The
next enabling technologies address the contract between those applications and the
VPC that enables the automatic assembly of components to meet organizational IT
objectives while maintaining flexibility for optimization.

Note

1. The interplay between VDCs and virtual applications is an important aspect of
meeting organizational IT requirements with a VPC, which do depend in some
cases on (possibly relative) location, as noted in Section 3.3.1. Thus, in addition
to the primary role of virtual applications in enabling portability between clouds,
virtual applications may also be viewed as a way to enable effective deployment
within a cloud by describing the desired relationships among virtual resources.

3.4 Policy-Based Management

Over time, a VPC will be populated with resources supporting virtual applications
running at various VDCs. Those resources will be deployed and assembled with the
ultimate intent of meeting the organizational IT requirements. This is the essence of
the “contract,” formal or otherwise, between an organization and the VPC.

The role of such a contract can be viewed in two parts: putting its terms into
practice, and checking that the practice is correct.



56 J.M. Nick et al.
3.4.1 Policy-Based Deployment

Consider an organization that wants to deploy an e-commerce application with cer-
tain objectives for security, performance, and business continuity. In a conventional
data center, that application might be implemented as the combination of resources
starting with a web server and a database. A firewall would be added to meet the
security objectives, and a load-balancer to assign transactions to additional web
servers as needed to meet the performance objectives. To address the business conti-
nuity objectives, a second instance of these components might be placed in another
data center, coordinated with the first through a business continuity manager.

Suppose further that the organization also wants to deploy a customer rela-
tionship management (CRM) application with similar service objectives. That
application might likewise be implemented as a combination of web servers,
databases, firewalls, load-balancers, and so on, across two data centers.

Now, consider what happens when the organization decides to deploy these appli-
cations in a VPC (under some “contract,” per the comments above). Following the
model in Section 3.3.2, each application would be deployed as a collection of virtual
resources. The VPC would thus be hosting the combination of the sets of resources
for the two applications: two sets of virtual web servers, two virtual databases, two
firewalls, two load-balancers, etc., and this collection would be repeated across two
VDCs.

Deploying an application in a VPC as just described has some advantages, such
as dynamic allocation of resources and economies of scale. However, such a process
is really no more than a migration of components from one environment to another,
or what could also be called a literal virtualization. Infrastructure sprawl in the data
center translates directly into virtual sprawl, with as many components to manage
as before, just consolidated onto fewer servers, and arranged in a more flexible way.

Cloud computing environments can improve this situation by organizing com-
ponents and capabilities into searchable lists of virtual applications and resources
that can readily be deployed. By selecting services from an offering catalog and
inventory, rather than imposing entirely unique choices, an organization can take
advantage of optimizations that the cloud provider may already have put in place.
The load-balancer would be a good example. Instead of each application contribut-
ing its own load-balancer, the VPC would offer one itself for use by multiple
applications.

Once an application designer knows that load-balancing will be available, he or
she no longer needs to specify a virtual application as a combination of, say, two
web servers and a load-balancer. Instead, the virtual application may be expressed
as the combination of a single web server (and other functional components) and a
policy that the VPC should create additional instances of the web server and balance
transactions among them to maintain a specified performance level. This policy has
the further benefit that the application may automatically be scaled beyond the two
instances originally specified in a literal counterpart to the data center version.

Load-balancing is one instance of a general pattern: Applications are designed
as a combination of functionality and qualities relating to service-level agreements
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(SLAs). These qualities, sometimes also called, “ilities” (from the common suffix of
scalability, availability, etc.), generally are implemented with quite similar compo-
nents across different applications, like load-balancers, firewalls, business continuity
managers, and so on. They are therefore natural candidates for services supporting
multiple applications in a VPC.

A simple formula illustrates both the pattern and the problem. A typical applica-
tion is constructed first by building a base application that meets some functional
requirements, then adding “ilities” that address the non-functional ones. The result-
ing full application is then virtualized and deployed in the VPC. This pattern may
be summarized as follows:

. . build base add “ilities” full
functionality application application
virtualize
l@ |
full
virtual
application

Given only the full virtual application, the VPC will likely have a problem rec-
ognizing the “ilities,” and therefore, managing them or optimizing their delivery, as
much as it is difficult to optimize object code without the original source. However,
given some of that original source, the VPC will have much more opportunity to
add value. Consequently, the preferred model for application deployment in a VPC
is for the computing environment to add “ilities” as part of deployment.

The pattern now becomes the following:

. . build base
functionality — application
virtualize
l@ L ‘
44444 base add “ilities™ full
I virtual —_— virtual
application application

The “ilities” may be added by configuring the base virtual application or by
deploying additional services. Following the VDC model in Section 3.3.2, policy
may also be realized according to the placement of virtual resources into specific
VDCs, e.g., where local connectivity, proximity to certain users, independence, etc.
are required.

The paradigm may be summarized as the third key enabling technology, policy-
based deployment:

Policy-based deployment. The assembly of application components in a computing environ-
ment according to predefined policy objectives.
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Although policy-based deployment can also be applied in other types of clouds
(as well as in data centers), the technology is particularly important for VPCs
because of their primary use case: organizations that need to meet well-defined IT
objectives.

Shifting the introduction of some policy features from development to deploy-
ment doesn’t necessarily make deployment easier, and in fact may make it harder,
as Matthews, Garfinkel, Hoff, and Wheeler (2009) observe, due to number of
stakeholders and administrators potentially involved. Automation is essential to sim-
plifying deployment, and a well-defined language for expressing policy is essential
to automation. The separation of “ilities” from functionality is therefore necessary
but not sufficient. In addition, the “ilities” must be expressed as machine-readable
rules that the computing environment can implement. In Matthews et al. (2009),
such rules take the form of a Virtual Machine Contract, defined as:

A Virtual Machine Contract is a complex declarative specification of a simple question,
should this virtual machine be allowed to operate, and if so, is it currently operating within
acceptable parameters? (Matthews et al., 2009)

A specification like OVF can be employed to carry contracts and other policy
information so that they travel along with the virtual machines, and, more generally,
virtual applications, to which the conditions apply.

With automated policy-based deployment in place, an organization is able to
specify to the VPC its expectations as far as security, performance and other SLAs,
and the VPC can then, automatically, optimize its operations toward those objec-
tives. The military expression, “You get what you inspect, not what you expect,”
motivates the challenge addressed by the next enabling technology: How to verify
that the terms of the contract with the VPC are actually met.

3.4.2 Policy Compliance

In whatever computing environment an organization chooses to deploy an appli-
cation, the organization will need some evidence that the application is running
as intended. This evidence serves both the organization’s own assurances and
those of auditors or customers. Even if no malice is involved, the environment’s
optimizations may only approximate the intended result.

Policy objectives are particularly difficult to achieve in a multi-application setting
because of the potential for resource contention. A physical computing resource, for
instance, may reliably meet the computational performance objectives for the one
application it supports, but when that resource interacts with another resource, the
presence of network traffic from other applications may make the communication
performance unpredictable. Network reservation schemes and similar approaches
for storage play an important role in meeting SLAs for this reason. There may also
be opportunities for different applications, by design, to operate in a complementary
fashion that reduces the contention.
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A multi-tenant computing environment such as a public cloud hosting VPCs for
multiple organizations introduces further complexities. As with any Internet service,
tenants are affected by one another’s behavior, which can be unpredictable. Because
there is no direct opportunity for negotiation among different tenants with respect
to the underlying computing environment (in principle, they cannot even detect one
another), any contention must be resolved by the cloud provider itself.

The objectives of different tenants are not necessarily aligned with one another,
so in addition to the basic resource contention, there may also be contention among
optimization strategies. The potential for interference is another strong motiva-
tion for placing the policy services within the computing environment rather than
individual applications.

Finally, the tenants’ objectives are not necessarily aligned with those of the public
cloud provider. Although serving customers will presumably be the first priority of
a successful cloud provider, staying in business is another, and there is a definite
motivation for implementing further optimizations that cut costs for the provider
without necessarily increasing benefit for any of the tenants (Note 1).

Given the difficulty of meeting policy requirements perfectly across multiple
applications and tenants, it becomes particularly important for the VPC to provide,
and the tenant to receive, some information about the extent to which those require-
ments are met, or not, at various points in time. This leads to the fourth key enabling
technology, policy compliance.

Policy compliance. Verification that an application or other IT resource is operating according
to predefined policy objectives.

Per the separation of “ilities” from based functionality discussed in Section 3.4.1,
it is reasonable to expect that policy compliance itself will eventually be considered
as just another service to be added to the application when deployed in the VPC
(Note 2). Such a capability goes hand in hand with policy-based deployment: It
will be much easier for a VPC to gather appropriate evidence from resources it
has already assembled with policy objectives in mind, than to have to discover the
objectives, the resources, and the evidence after the fact.

As far as the evidence itself, for precisely the purpose of evaluating performance,
many IT resources are instrumented with activity logs that record transactions and
other events. For instance, a physical network router may keep track of the source,
destination, size, timestamp and other metadata of the packets it transfers (or is
unable to transfer); a physical storage array may record similar information about
the blocks it reads and write. With appropriate interfaces, the virtual environment
can leverage these features to gather evidence of policy compliance. For example,
I/0 tagging embeds virtual application identifiers as metadata in physical requests,
with the benefit that the identifiers are then automatically included in activity logs
for later analysis by the virtual environment with minimal impact on performance
(Note 3).
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The collection of system logs from physical computing, networking, and storage
resources, containing information about virtual applications and resources and their
activities, provides an information set from which policy compliance evidence may
be derived. This information set, keyed by the virtual application identifiers and
related quantities, enables distributed application context and correlation — in effect,
a virtual view of the activity of the virtual application, across the VPC.

Constructing such a view, especially from heterogeneous unstructured system
logs that were designed only for local visibility, and management interfaces that
were intended only for local control, depends on a fifth and final enabling technol-
ogy, one that responds to the question: How to bring all this information together
intelligently?

Notes

1. A related situation where a cloud storage provider may lose some portion of
tenants’ data as a result of its own performance optimizations (or actual malice)
is explored in Juels and Kaliski (2007) and Bowers, Juels, and Oprea (2009),
which also propose mechanisms for detecting and recovering from such loss
before it reaches an irreversible stage. The detection mechanism may be viewed
as an example of policy compliance for stored data.

2. If an application includes built-in policy compliance and the components
involved are portable, then the compliance will continue to function in the
VPC. Such verification provides a helpful checkpoint of the service levels
achieved within a given computing environment. However, as more applica-
tions with built-in policy compliance are deployed, the VPC will see a sprawl
of application-specific compliance components. This is another motivation for
building policy compliance into the VPC.

3. I/O tagging offers the additional benefit of enabling virtualization-aware phys-
ical resource managers to enforce policies based on the virtual identifiers. This
is a promising area for further exploration, particularly for methods to resolve
the contention, as observed above, among policies for different applications and
tenants.

3.5 Service-Management Integration

Virtual data centers, the first of the enabling technologies, may be viewed as provid-
ing insulation that sets one organization’s virtual resources apart from those of other
organizations, and from the underlying physical resources. Virtual applications,
the second, collect those resources into separately manageable units. Policy-based
deployment and policy compliance, the third and fourth, offer a means of control
and verification of the operation of the virtual applications across the VDCs. All four
rest on a fifth technology: a more basic foundation that bridges across underlying
boundaries, one oriented toward seamless integration.
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Recall the original implementation profile for the VPC, per Section 3.2: a hybrid
of an internal, private cloud and a public cloud. Following Section 3.3, the VPC
provides the appearance of some number of VDCs, some drawn from the internal
cloud, some from the public cloud. Throughout Section 3.4, this VPC is essentially
viewed as seamless, which it is in appearance (the exposure of multiple VDCs is
an architectural feature). Thus, Section 3.4 can speak of deploying an application
into the VPC, collecting evidence from the VPC, and so on, without regard to the
fact that the deployment and collection ultimately involve interactions with physical
resources, and more significantly, that these physical resources are in multiple data
centers operated by at least two different entities.

The fundamental challenge for satisfaction of policy-based management in a
VPC is how to enable such seamless interaction between resource, service and pol-
icy management components: across data center infrastructure boundaries, and then
across federated service provider boundaries.

Such bridges are not easy to build, because the various management interfaces —
like the local logs in Section 3.4.2 — were designed for separate purposes. At the
physical layer, they may use different names for the same entity or function, employ
incompatible authentication and access control systems, and express the same con-
ditions in different ways. The information the organization and the VPC need is
available, but is not immediately useful without some translation. Moreover, that
translation is not simply a matter of converting between formats, but, in effect,
virtualizing the interfaces to the management metadata across the borders of the
underlying management component.

The fifth and final key enabling technology, service-management integration,
addresses this last challenge:

Service-management integration. The translation of heterogeneous management information
from separate domains into an overall, logical and actionable view.

Service-management integration is a special case of the broader technology of
information integration, which is concerned, similarly, with translating of federating
general information from multiple domains. The special case of VPCs is concerned
in particular with federating three things: (1) the underlying infrastructure into one
virtual computing environment, (2) identities interacting with the resources in the
environment, and (3) information about the resources.

By its nature, service-management integration for VPCs is amenable to an event-
ing paradigm where the basic unit of information is an event published by one entity
in the system, and consumed by another. This paradigm is a good match for a policy
compliance manager that is interested in the content of multiple physical logs, as that
evidence accumulates. It also provides a deployment manager with a current view
of the underlying resources as they continually change. Further, the architectural
separation between publisher and subscriber lends itself to the physical separation
and distribution of participating elements across data center and cloud federation
boundaries.
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The intermediation between publisher and consumer can be achieved through
a messaging system. As a dedicated communication layer for events, such a sys-
tem provides a federated information delivery “backplane” that bridges multiple
management domains (e.g., internal data centers, cloud provider data centers) into
a single service-oriented architecture, translating back and forth among the secu-
rity and management languages of the various domains. Events published in one
domain can be consumed in another according to various subscription rules or fil-
ters; the policy compliance manager for a particular tenant, for instance, will only
be interested in (and should only know about) events related to that tenant’s virtual
applications.

The messaging system can implement its translations through a set of adapters,
informed by an understanding of the connections among the identities and events in
the different domains. The system’s learning of those connections can occur auto-
matically, or it may require manual intervention, and in some cases it may need to
be augmented with a significant amount of computation, for instance to search for
correlated events in the different domains. In a cloud computing environment, the
resources for such computation will not be hard to find. (How to balance between the
use of resources to make the overall environment more efficient, versus allocating
them directly to tenants, is another good question for further exploration.)

3.6 Conclusions

This article started with the simple premise that cloud computing is becoming more
important to organizations, yet, as with any new paradigm, faces certain challenges.

One of the challenges is to define a type of cloud computing most appropriate for
adoption. A virtual private cloud built with IT resources from both the organization’s
own internal data centers and a cloud provider’s public data centers has been offered
as a preferred implementation profile. To ensure privacy, i.e., the appearance that the
cloud is operated solely for the organization, certain additional protections are also
needed.

Another challenge is to make good use of the collective resources. A literal type
of virtualization where applications are basically ported from a data center to the
VPC would realize some of benefits, but the greater potential comes from enabling
the VPC itself to optimize the assembly of applications. The starting point for that
advance is the separation of functionality from policy within the specification of a
virtual application so that policy requirements can be met in a common and therefore
optimized way by the VPC. Commonality of policy management also enables the
VPC to verify that policies are met.

Finally, information infrastructure rests as the foundation of realizing a VPC.
Indeed, virtualization is all about turning resources into information. The better
the VPC can engage with that information, rising from the shadows of the private
data center past and the public cloud present, the more effectively organizations can
move into the promise of the virtual private cloud future.
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Chapter 4
The Role of Networks in Cloud Computing

Geng Lin and Mac Devine

4.1 Introduction

The confluence of technology advancements and business developments in
Broadband Internet, Web services, computing systems, and application software
over the past decade has created a perfect storm for cloud computing. The “cloud
model” of delivering and consuming IT functions as services is poised to fun-
damentally transform the IT industry and rebalance the inter-relationships among
end users, enterprise IT, software companies, and the service providers in the IT
ecosystem (Armbrust et al., 2009; Lin, Fu, Zhu, & Dasmalchi, 2009).

In the center of the cloud delivery and consumption model is the network
(Gartner Report, 2008). The network serves as the linkage between the end users
consuming cloud services and the provider’s data centers providing the cloud ser-
vices. In addition, in large-scale cloud data centers, tens of thousands of compute
and storage nodes are connected by a data center network to deliver a single-purpose
cloud service. How do network architectures affect cloud computing? How will net-
work architecture evolve to better support cloud computing and cloud-based service
delivery? What is the network’s role in security, reliability, performance, and scal-
ability of cloud computing? Should the network be a dumb transport pipe or an
intelligent stack that is cloud workload aware?

This chapter focuses on the networking aspect in cloud computing and shall pro-
vide insights to these questions. The chapter is organized as follows. In Section 4.2,
we discuss the different deployment models for cloud services — private clouds, pub-
lic clouds, and hybrid clouds — and their unique architectural requirements on the
network. In Sections 4.3 and 4.4, we focus on the hybrid cloud model and discuss
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the business opportunities associated with hybrid clouds and the network architec-
ture that enables hybrid clouds. In many ways, the hybrid cloud network architecture
encompasses the characteristics of the networks for both public and private clouds.
In Section 4.5, we discuss our conclusions and highlight the directions for future
work in cloud-enabling network architectures.

4.2 Cloud Deployment Models and the Network

The IT industry is attracted by the simplicity and cost effectiveness represented
by the cloud computing concept that IT capabilities are delivered as services in a
scalable manner over the Internet to a massive amount of remote users. While the
purists are still debating the precise definition of cloud computing, the IT indus-
try views cloud computing — an emerging business model — as a new way to solve
today’s business challenges. A survey conducted by Oliver Wyman (Survey, private
study for IBM) in November 2008 with business executives from different enter-
prises identified “reduce capital cost,” “reduce IT management cost,” “accelerate
technology deployment,” and “accelerate business innovation” as the main business
benefits for cloud computing. Figure 4.1 shows the detailed survey results.

Despite the benefits promised by cloud computing, the IT industry also sees that
significant innovation and improvement on technologies and operations governance
are needed to enable broad adoption of cloud services. Chief concerns are secu-
rity and performance issues. Take security as an example, while it is acceptable for
individual consumers to turn to Amazon Elastic Compute Cloud (EC2) and Simple
Storage Services (S3) for on-demand compute resources and storage capacities, it is

EEINT3

Survey: Business benefits of cloud computing (N=39)

Digital Enterprise Enterprise Mid market
N=7 N=27 N=5

78% 81% 100%

Reduce capital
cost

62% 67% 80%
Reduce IT man-

agement cost 1 , ,

56% 60% 62%

Accelerate
technology de- ’—’—’
ployment

20% 38% 67%
Accelerate busi-
ness innovation 1 , 1

Fig. 4.1 Business benefits for cloud computing
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a different matter for a bank to store its customer information in a third-party owned
cloud.

Based on the differences in the deployment model, cloud services can be
delivered in three principal ways: public cloud, private cloud, and hybrid cloud.

4.2.1 Public Cloud

A public cloud refers to a cloud service delivery model in which a service provider
makes massively scalable IT resources, such as CPU and storage capacities, or soft-
ware applications, available to the general public over the Internet. Public cloud
services are typically offered on a usage-based model. Public cloud is the first
deployment model of cloud services to enter the IT industry’s vocabulary. The
concept of public clouds has clearly demonstrated the long-term potential of the
cloud computing model and lit up the imagination of the industry and the research
community.

There are many public cloud service providers in place today, offering services
ranging from infrastructure-as-as-service, to development-platform-as-a-service, to
special purpose application-as-a-services. Amazon EC2, Force.com, and Google
App Engine, are among some of the best known examples of public clouds, but
the market now bristles with competition. See the survey by InformationWeek
(Babcock, 2009a, 2009b, 2009¢) on the major public cloud service providers for
a detailed analysis on their services, pricing models, platforms supported, etc.

While the public cloud offers a clean, infrastructure-less model for end users
to consume IT services, and intrigues the research community with its disruptive
nature, migrating the majority of today’s IT services, such as the various business
applications in an enterprise environment (e.g. insurance applications, health care
administration, bank customer account management, the list goes on and on), to a
public cloud model is not feasible. Data security, corporate governance, regulatory
compliance, and performance and reliability concerns prohibit such IT applications
to be moved out of the “controlled domains” (i.e. within the corporate firewalls),
while the public cloud infrastructure, government regulation, and public acceptation
continue to improve.

4.2.2 Private Cloud

Private cloud, in contrast, represents a deployment model where enterprises (typ-
ically large corporations with multi-location presence) offer cloud services over
the corporate network (can be a virtual private network) to its own internal users
behind a firewall-protected environment. Recent advances in virtualization and data
center consolidation have allowed corporate network and datacenter administra-
tors to effectively become service providers that meet the needs of their customers
within these corporations. Private clouds allow large corporations to benefit from
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the “resource pooling” concept associated with cloud computing and their very own
size, yet in the mean time addressing the concerns on data security, corporate gov-
ernance, government regulation, performance, and reliability issues associated with
public clouds today.

Critics of private clouds point out that these corporations “still have to buy, build,
and manage clouds” and as such do not benefit from lower up-front capital costs and
less hands-on management, essentially “lacking the economic model that makes
cloud computing such an intriguing concept.” While these criticisms are true from
a purist’s point view, private clouds are a viable and necessary deployment model
in the overall adoption of cloud computing as a new IT model. We believe that
without large corporations embracing it, cloud computing will never become a main
stream computing and IT paradigm (for this one can refer to the previous example of
Grid Computing). Private cloud represents an enabling as well as a transitional step
towards the broader adoption of IT services in public clouds. As the public cloud
infrastructure, government regulation, and public acceptance continue to improve,
more and more IT applications will be first offered as services in a private cloud
environment and then migrated to the public cloud. The migration path of Email
service in a corporation environment — from initially multiple departmental email
servers, to today’s single corporate-level “email cloud”, to a public email cloud —
offers an exemplary representation. While purists might argue in black and white
terms, we believe private cloud as a viable deployment model for cloud computing
will exist for a long time and deserves the attention from both business and research
communities.

4.2.3 Hybrid Cloud

While public and private clouds represent the two ends of the cloud computing
spectrum in terms of ownership and efficiency of shared resources — and each is
finding acceptance in accordance to the services offered and customer segments
targeted — a third deployment model of cloud computing, the hybrid cloud model
that blends the characteristics of public and private clouds, is emerging.

A hybrid cloud is a deployment model for cloud services where an organization
provides cloud services and manages some supporting resources in-house and has
others provided externally. For example, an organization might store customer data
within its own data center and have a public cloud service, such as Amazon’s EC2,
to provide the computing power in an on-demand manner when data processing is
needed. Another example is the concept of “public cloud as an overflow for private
clouds” where an IT manager does not need to provision its enterprise private cloud
for the worst-case workload scenario (doing so will certainly defeat the economics
of a private cloud), but to leverage a public cloud for overflow capacities to move
less-mission-critical workloads on and off premise dynamically and transparently
to accommodate business growth or seasonal peak load demands. One can find dif-
ferent variations of the “overflow” scenario, such as “follow-the-sun” operations in
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a global organization where workloads are moved around the globe based on the
time zones of the working teams. Architecturally, a hybrid cloud can be considered
a private cloud extending its boundary into a third party cloud environment (e.g. a
public cloud) to obtain additional (or non-mission critical) resources in a secure and
on-demand manner.

Adoption of cloud services is a gradual process: Enterprise IT (which represents
the majority of IT industry spending and service consumption) needs a migration
path to move today’s on-premise IT applications to the services offered by pub-
lic cloud providers through a utility model. As such, the hybrid cloud represents a
prevalent deployment model. Large enterprises often have substantial investments
in the IT infrastructure required to provide resources in house already. Meanwhile,
organizations need to keep sensitive data under their own control to ensure security
and compliance to government regulations. The tantalizing possibility offered by
the hybrid cloud model — enterprise IT organizations managing an internal cloud
that meshes seamlessly with a public cloud, which charges on a pay-as-you-go
basis — embodies the promise of the amorphous term cloud computing. To enable
hybrid clouds, virtualization, seamless workload mobility, dynamic provisioning of
cloud resources, and transparent user experience, are among the critical technical
challenges to be resolved.

4.2.4 An Overview of Network Architectures for Clouds

There are three principal areas in which the network architecture is of importance
to cloud computing: (1) a data center network that interconnects the infrastructure
resources (e.g. servers and storage devices) within a cloud service data center, (2) a
data center interconnect network that connects multiple data centers in a private,
public, or hybrid cloud to supporting the cloud services, (3) the public Internet
that connect end users to the public cloud provider’s data centers. The last area
has mostly to do with today’s telecommunications network infrastructure, and is a
complex topic by itself from the architectural, regulatory, operational and regional
perspectives. It is beyond the scope of this chapter. We shall focus only on the first
two areas (data center network and the data center interconnect network) in this
chapter.

4.2.4.1 Data Center Network

Cloud providers offer scalable cloud services via massive data centers. In such
massive-scale data centers, Data Center Network (DCN) is constructed to connect
tens, sometimes hundreds, of thousands of serves to deliver massively scalable cloud
services to the public. Hierarchical network design is the most common architecture
used in data center networks. Figure 4.2 show a conceptual view of a hierarchical
data center network as well as an example of mapping the reference architecture to
a physical data center deployment.
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Fig. 4.2 Data center network architecture

The access layer of a data center network provides connectivity for server
resource pool residing in the data center. Design of the access layer is heavily
influenced by the decision criteria such as server density, form factor, and server
virtualization that can result in higher interface count requirements. The commonly
used approaches for data center access layer connectivity are end-of-row (EoR)
switch, fop-of-rack (ToR) switch, and integrated switch (typically in the form of
blade switches inside a modular blade server chassis). Another form of the inte-
grated switch is the embedded software switch in a server end point (see Virtual
Ethernet Switch in this section). Each design approach has pros and cons, and is
dictated by server hardware and application requirements.

The aggregation layer of the data center provides a consolidation point where
access layer switches are connected providing connectivity between servers for
multi-tier applications, as well as connectivity across the core of the network to the
clients residing within the campus, WAN, or Internet. The aggregation layer typ-
ically provides the boundary between Layer-3 routed links and Layer-2 Ethernet
broadcast domains in the data center. The access switches are connected to the
aggregation layer using 802.1Q VLAN trunks to provide the capability of con-
necting servers belonging to different VLANs and IP subnets to the same physical
switch.

The primary function of the core layer in a data center network is to provide
highly available, high performance Layer-3 switching for IP traffic between the
data center and the Telco’s Internet edge and backbone. In some situations, mul-
tiple geographically distributed data centers owned by a cloud service provider
may be connected via a private WAN or a Metropolitan Area Network (MAN).
For such environments, expanding Layer 2 networks across multiple data cen-
ters is a better architecture design (readers can refer to Section 4.2 “Data Center
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Interconnect Network™ for details). In other situations, the traffic has to be carried
over the public Internet. The typical network topologies for this kind of geograph-
ically distributed data centers is Layer-3 Peering Routing between the data center
core switches. By configuring all links connecting to the network core as point-to-
point Layer-3 connections, rapid convergence around any link failure is provided,
and the control plane of the core switches is not exposed to broadcast traffic
from end node devices or required to participate in STP for Layer-2 network loop
prevention.

The evolution of networking technology to support large-scale data centers is
most evident at the access layer due to rapid increase of number of servers in a
data center. Some research work (Greenberg, Hamilton, Maltz, & Patel, 2009; Kim,
Caesar, & Rexford, 2008) calls for a large Layer-2 domain with a flatter data center
network architecture (2 layers vs. 3 layers). While this approach may fit a homoge-
nous, single purpose data center environment, a more prevalent approach is based
on the concept of switch virtualization which allows the function of the logical
Layer-2 access layer to span across multiple physical devices. There are several
architectural variations in implementing switch virtualization at the access layer.
They include Virtual Blade Switch (VBS), Fabric Extender, and Virtual Ethernet
Switch technologies. The VBS approach allows multiple physical blade switches to
share a common management and control plane by appearing as a single switching
node (Cisco Systems, 2009d). The Fabric Extender approach allows a high-density,
high-throughput, multi-interface access switch to work in conjunction with a set
of fabric extenders serving as “remote I/O modules” extending the internal fabric
of the access switches to a larger number of low-throughput server access ports
(Cisco Systems, 2008). The Virtual Ethernet Switch is typically software based
access switch integrated inside a hypervisor at the server side. These switch vir-
tualization technologies allow the data center to support multi-tenant cloud services
and provide flexible configurations to scale up and down the deployment capacities
according to the level of workloads (Cisco Systems, 2009a, 2009¢).

While we have discussed the general design principles for the data center net-
work in a massively scalable data center, some cloud service providers, especially
some public cloud providers, have adopted a two-tier data center architecture to
optimize data center cost and service delivery (Greenberg, Lahiri, Maltz, Patel, &
Sengupta, 2008). In this architecture, the creation and delivery of the cloud service
are typically accomplished by two tiers of data centers — a front end tier and a back
end tier — with significant difference in their sizes. Take the Web search service as
an example, the massive data analysis applications (e.g., computing the web search
index) is a natural fit for the centralized mega data centers (measured by hundreds of
thousands of servers) while the highly interactive user front-end applications (e.g.
the query/response process) is a natural fit for geographically distributed micro data
centers (measured by hundreds or thousands of servers) each placed close to major
population centers to minimize network latency and delivery cost. The hierarchi-
cal data center network architecture is scalable enough to support both mega data
centers and micro data centers with the same design principles discussed in this
section.
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4.2.4.2 Data Center Interconnect Network

Data center interconnect networks (DCIN) are used to connect multiple data centers
to support a seamless customer experience of cloud services. While a conventional,
statically provisioned virtual private network can interconnect multiple data centers
and offer secure communications, to meet the requirements of seamless user expe-
rience for cloud services (high-availability, dynamic server migration, application
mobility), the DCIN for cloud services has emerged as a special class of networks
based on the design principle of Layer 2 network extension across multiple data
centers (Cisco Systems, 2009b). For example, in the case of server migration (either
in a planned data center maintenance scenario or in an unplanned dynamic applica-
tion workload balancing scenario) when only part of the server pool is moved at any
given time, maintaining the Layer 2 adjacency of the entire server pool across multi-
ple data centers as opposed to renumbering IP addresses of servers is a much better
solution. The Layer 2 network extension approach, on one hand, is a must from
business-continuity perspective; on the other hand, is cost effective from the opera-
tions perspective because it maintains the same server configuration and operations
policies.

Among the chief technical requirements and use cases for data center intercon-
nect networks are data center disaster avoidance (including data center maintenance
without downtime), dynamic virtual server migration, high-availability clusters, and
dynamic workload balancing and application mobility across multiple sites. These
are critical requirements for cloud computing. Take the application mobility as an
example. It provides the foundation necessary to enable compute elasticity — a key
characteristics of cloud computing — by providing the flexibility to move virtual
machines between different data centers.

Figure 4.3 shows a high level architecture for the data center interconnect
network based on the Layer 2 network extension approach.

Since the conventional design principle for Layer 2 network is to reduce its diam-
eter to increase performance and manageability (usually limiting it to the access
layer, hence advocating consolidating servers to a single mega data center and lim-
iting the Layer 2 connectivity to intra data center communications), there are many
areas of improvement and further research needed to meet the needs of data center
interconnect networks. Listed below are some of the key requirements for Layer 2
network extension across multiple data centers.

End-to-End Loop Prevention

To improve the high availability of the Layer 2 VLAN when it extends between
data centers, this interconnection must be duplicated. Therefore, an algorithm must
be enabled to control any risk of a Layer 2 loop and to protect against any type of
global disruptions that could be generated by a remote failure. An immediate option
to consider is to leverage Spanning Tree Protocol (STP), but it must be isolated
between the remote sites to mitigate the risk of propagating unwanted behaviors
such as topology change or root bridge movement from one data center to another.
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WAN Load Balancing

Typically, WAN links are expensive, so the uplinks need to be fully utilized, with
traffic load-balanced across all available uplinks. A mechanism to dynamically
balance workloads at the virtual machine level is an area of research.

Core Transparency

The LAN extension solution needs to be transparent to the existing enterprise core
network, if available, to reduce any effect on operations. This is more common in
the private cloud or hybrid cloud environments than in a public cloud.

Encryption

The requirement for LAN extension cryptography is increasingly prevalent, for
example, to meet the needs for cloud services and for federal and regulatory
requirements.

4.3 Unique Opportunities and Requirements for Hybrid Cloud
Networking

IT industry is in the midst of a transformation. Globalization, explosion of
business information, unprecedented levels of interconnectedness and dynamic
collaboration among different business assets both within a corporation and across
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multiple corporations (on-demand supply chain as an example) require today’s
enterprise businesses to move to an IT infrastructure that is truly economical, highly
integrated, agile and responsive.

As discussed in the previous section, the hybrid cloud model provides a seamless
extension to an enterprise’s private IT infrastructure by providing elastic compute,
storage and network services in a cost-effective manner. This seamless extension
could allow enterprises to streamline business processes, be more responsive to
change, have flexible collaboration with business partners, leverage more rapidly
the emerging technologies that address growing business challenges and increase
competitiveness by delivering more services to customers.

To achieve this vision of business agility that hybrid clouds promise to enable,
significant challenges lay ahead. Challenging requirements for hybrid cloud deploy-
ments in terms of deployment and operational costs, quality of service delivery,
business resiliency and security must be addressed. Hybrid clouds will need to sup-
port a large number of “smart industry solution workloads” — business applications
in the form of smart transportation solutions, smart energy solutions, smart supply
chain solutions, etc. In these “smart industry solutions,” large amount of business
information and control data will be collected, analyzed and reacted upon in a time-
constrained fashion across multiple tiers of cloud centers; workloads and data will
be dynamically shifted within a hybrid cloud environment. This will require signif-
icant improvements to today’s network. Using the metaphor of a bridge design, we
can describe these requirements in three categories — the foundation, the span and
the superstructure.

4.3.1 Virtualization, Automation and Standards — The Foundation

Virtualization, automation and standards are the pillars of the foundation of all good
cloud computing infrastructures. Without this foundation firmly in place across the
servers, storage and network layers, only minimal improvements on the adoption
of cloud services can be made; conversely, with this foundation in place, dramatic
improvements can be brought about by “uncoupling” applications and services from
the underlying infrastructure to improve application portability, drive up resource
utilization, enhance service reliability and greatly improve the underlying cost struc-
tures. However, this “uncoupling” must be done harmoniously such that the network
is “application aware” and that the application is “network aware”. Specifically, the
networks — both the data center network and the data center interconnect network
(and in the long run the public core network) — need to embrace virtualization and
automation services. The network must coordinate with the upper layers of the cloud
(i.e. the application workloads — both physical and virtual) to provide the needed
level of operational efficiency to break the lock between IT resources in today’s
client-server model.

This transformation to a dynamic infrastructure which is “centered” on service
delivery not only requires enterprise IT to transcend the daily IT break-and-fix
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routine but to create a paradigm shift within the user community toward a shared
environment with repeatable, standardized processes. Centralized delivery of a stan-
dardized set of services instead of the distributed delivery of a highly customized set
of services must be accompanied by new levels of flexibility via self-service mech-
anisms. In other words, easier and faster access to services make the standardization
acceptable or even attractive to users since they sacrifice the ability to customize but
gain convenience and time.

There is also a strong need for open standards to enable interoperability and
federation across not only the individual layers of a private cloud behind an enter-
prise’s firewall but also when consuming public cloud based services. This type of
hybrid cloud environment allows scalable and flexible collaboration and global inte-
gration in support of evolving business model changes with clients (e.g. customer
relationship management) and partners (e.g. supply chain partners).

4.3.2 Latency, Bandwidth, and Scale — The Span

The span of the network requirements for latency, bandwidth and scale which are
needed to support traditional enterprise business applications and those needed to
support cloud based applications can be very wide. Accurate forecasting of the
quality of user experience and potential business impact for any network failure
is already a major challenge for IT managers and planners even for today’s tra-
ditional enterprise business applications. This challenge will become even more
difficult as businesses will depend increasingly on more high performance cloud
based applications which often have more variability than traditional enterprise
business applications.

Meeting this challenge is essential to the “quality of experience” required to get
the user community to accept a shared set of standardized services which are cloud
delivered. Without this acceptance, the transformation of today’s data center to a
private or hybrid cloud environment with the dynamic and shared infrastructure
needed for a reduced total cost of ownership will be much more difficult. Some
users may choose to “get around” IT by trying to leverage services from the public
cloud without the proper integration with existing IT and business processes which
can have significant negative impacts on their businesses.

“Quality of experience” for access to some cloud based applications and services
may require LAN-like performance to allow a portion of the user community to use
real-time information to respond instantaneously to new business needs and to meet
the demands of their customers. For these use cases, latency and bandwidth matter.
Furthermore, there does not have to be problems at any one hop in order for end
to end performance to be affected. Mild congestion at a number of hops can create
problems in latency and packet loss. Therefore, content distribution, optimized rout-
ing and application acceleration services are usually required especially for hybrid
cloud deployments with regional to global network connectivity.
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Other users may only want the ability to simply request a new service without
needing to know how or where it is built and delivered. It is not that the performance
is not important to these users. In fact, communication and application delivery
optimizations may still be required to increase the performance of applications and
data that must traverse the cloud. It is just that their main criterion for quality has
more to do with the ability to easily provision as many services as needed than it
is dependent on latency and bandwidth optimizations. For these use cases, the abil-
ity to easily provision system resources including network resources (physical or
virtual) is essential. It is also important to note that the two most prevailing tech-
niques to help server-side scaling, i.e. physical density and virtualization, both drive
an increased dependence on network integration.

For each user group and their corresponding use cases, the evolution to global-
scale service delivery may best be accomplished via a hybrid cloud environment.
The hybrid cloud can enable the visibility, control and automation needed to deliver
quality services at almost any scale by leveraging not only the private network but
also the public internet via managed network service providers.

Public clouds can be used for off-loading certain workloads. This off-load could
be so that the private network infrastructure can be available and optimized for other
latency and bandwidth sensitive workloads and/or for the provisioning of additional
services due to a shortage of available infrastructure on-premise. Application plat-
forms and tooling available on the public cloud can also be used to provide even
greater flexibility for development and test environments which are often the best
workloads for this type of off-loading. SaaS applications can also be consumed by
the user community within a hybrid cloud environment. Under the hybrid cloud
model, the consumption of public cloud services can be fully integrated with the
existing on-premise IT and business processes to maximize the return of investment
as well as ensure regulatory compliance.

4.3.3 Security, Resiliency, and Service Management — The
Superstructure

Like the superstructure which ensures the integrity of a bridge’s design, the elements
of cloud computing environment — security, resiliency and service management —
ensure the integrity of its design. Without these “superstructure” elements the
value proposition associated with cloud computing will collapse and the economic
benefits promised by cloud computing will be just illusions.

For some workloads, compliance with industry regulations like HIPAA (Health
Insurance Portability and Accountability Act) and SOX (Sarbanes Oxley) require
businesses to keep complete control over the security of their data. While there is
much innovation happening for security within public clouds, the maturity level of
these technologies may not yet be at a level where security and regulatory compli-
ance can be guaranteed. However, even in these cases, an enterprise can still off-load
non sensitive/critical workloads onto a public cloud while using a private cloud to
ensure the needed SLAs for sensitive/critical workloads.
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The network plays a key role in the establishment of these regulatory compliant
clouds. Private WAN services must be enabled to provide the security needed for
the private portion of the cloud. If a hybrid cloud environment is being used then
the network must also be able to provide the federated connectivity and isolation
needed and support the proper level of encryption for VPN tunnels which will be
used by the public clouds to access data which remains behind a corporate firewall.
Although there are other cloud deployment options available for workloads which
do not have the need for the same level of compliance, networking connectivity
and security functions are still central for a successful deployment of these cloud
services.

Service management and automation also plays a critical role in hybrid clouds.
As cloud services continue to advance, it is more likely that in the future network-
ing services for cloud applications will be offered through an application-oriented
abstraction layer APIs, rather than in specific networking technologies. Within this
network architecture paradigm, modification and provisioning of network resources
can be made in a more automated and optimized manner via service management or
network self-adjustment. Specifically, these modifications can be made via operator-
initiated provisioning through service management systems to assert direct control
on network services, or via “smart” networking technologies which can also adapt
services in an autonomic or self-adjusting fashion. Furthermore, it is critical that
the network service management and the smart networking technologies are tightly
integrated with the overall management for the cloud service delivery so that the
changes required by the upper layers of the cloud “stack” in network resources can
be carried through by the network service management or self-adaptations in an
automated fashion.

Many of these “smart” networking technologies are focused on maximizing the
resiliency of cloud deployments in terms of the availability, performance and work-
load mobility. For example, application delivery networking services optimize the
flow of information and provide application acceleration by the classification and
prioritization of application, content and user access; virtual switching technol-
ogy provides an “abstraction” of the switching fabric and allows virtual machine
mobility.

As these “smart” networking technologies mature, their capabilities will extend
beyond the current capabilities for a single cloud to the “intra-cloud” as well as to the
“intercloud.” With this maturation, the hybrid cloud will provide unprecedented lev-
els of global interconnectedness for real time or near real time information access,
application-to-application integration and collaboration.

4.4 Network Architecture for Hybrid Cloud Deployments

Hybrid clouds play a key role in the adoption of cloud computing as the new gen-
eration IT paradigm. While the IT industry and the research community are still in
the early stage to understand the implementation technologies for hybrid clouds, a
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number of major functional components in the hybrid cloud network architecture
have been identified. Figure 4.4 shows a functional view of the network architecture
for hybrid clouds.

4.4.1 Cloud-in-a-Box

As large enterprises start to build their own private clouds and further expand them
into hybrid clouds, a significant need is to simplify the design, deployment, and
management of clouds. The traditional data center deployment model of having
separated physical devices focusing on server units, networking units, and storage
units presents a significant challenge. A new trend in the design and deployment of
private and hybrid clouds is the concept of “cloud-in-a-box.”

A cloud-in-a-box, sometimes also called a cloud cell, is a pre-integrated, pre-
packaged and self-contained service delivery platform that can be used easily
and quickly to implement private cloud centers. Physically, it is typically deliv-
ered in a single chassis containing multiple blades; some blades are computing
units, some switching units, and some storage units. They are interconnected by
a combination of a common backplane (e.g. a PCI-type backplane) and high-speed
converged Ethernet connections (e.g. 10G FCoE). From the networking perspective,
the switches that are pre-integrated into a cloud-in-a-box are typically the access
layer switches.

Software wise, a common hypervisor environment typically expands across
the computing units, the networking units, and storage units in a cloud-in-a-box
device. From the networking perspective, this requires a virtual Ethernet switch
to be embedded in the hypervisor. In the VMware environment, the VMware’s
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vNetwork Distributed Switch and Cisco’s Nexus 1000v virtual switch are the two
well known examples of hypervisor-embedded virtual Ethernet switches. On top
of the common virtualization layer, a service management application is typically
included to allow the management and automation of cloud services provision-
ing, accounting and billing, security, dynamic resource reallocation and workload
mobility. Furthermore, some of today’s purpose-built cloud-in-a-box platforms also
include a cloud service application to offer the specific cloud service. For example, a
development-and-test oriented cloud-in-a-box platform may pre-integrate and pre-
package a cloud-ready Integrated Development Environment (IDE) as part of the
product.

At the time of this chapter is written, there are a number of cloud-in-a-box prod-
ucts offered in the industry. See (VCEC, 2009; IBM Corporation, 2009) for further
information.

4.4.2 Network Service Node

Layer 4 network services play an important role in the network architecture for
hybrid clouds. Application firewalls ensure the secure transport of user data and
application workloads between the data centers in a hybrid cloud; server load bal-
ancers ensure the workloads distributed evenly or according to operations policies
both within a single data center and across multiple data centers; WAN accelerators
provide WAN optimization that accelerates the targeted cloud workloads over the
WAN, and ensure a transparent user experience regardless where the applications
reside.

While these Layer 4 services exist in today’s data center environments, the prolif-
eration of server virtualization in the cloud delivery model has created a significant
challenge to the traditional network service architecture, as the Layer 4 services now
need to be virtualization aware.

Visibility into virtual machine activity and isolation of server traffic becomes
more difficult when virtual machine-sourced traffic can reach other virtual machines
both within the same server and across the data center network and data center inter-
connect network. In the traditional access model, each physical server is connected
to an access port. Any communication to and from a particular server or between
servers goes through a physical access switch and any associated services such as a
firewall or a load balancer. But what happens when applications now reside on vir-
tual machines and multiple virtual machines reside within the same physical server?
It might not be necessary for traffic to leave the physical server and pass through
a physical access switch for one virtual machine to communicate with another. On
the other hand, application residing in a virtual machine can be “moved” to another
data center for load balancing. How to ensure the WAN accelerator to recognize
an application residing within a virtual machine and optimize the WAN treatment
for a virtual machine? Enforcing network policies in this type of environment can
be a significant challenge. A network service node is a logical or a physical unit
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that provides the layer-4 network services to support cloud service deployment. The
goal remains to provide many of the same network services and features used in the
traditional access layer in the new virtualization-aware access layer. We believe this
will be a fertile area for future research.

4.4.3 Data Center Network and Data Center Interconnect
Network

Data center network and data center interconnect network are described before. Due
to the length limitation of this chapter, we shall not expand beyond what has been
described in Sections 4.2.4.1 and 4.2.4.2.

4.4.4 Management of the Network Architecture

Management of the network architecture in a hybrid cloud is part of the overall
cloud management system. Key topics include the “physical” system management
of the network infrastructure in the hybrid cloud and the “virtualization” manage-
ment aspect that spans across the entire network path, starting from the virtual
Ethernet switch embedded in the Hypervisor, through the access and core switches
in the data center network, and across the data center interconnect network, as well
as the network service modules along the network path.

Virtualization brings a new dimension to the management architecture. Similar
to traditional “physical” system management, the network virtualization manage-
ment needs to dynamically provision, monitor and manage end-to-end network
resources and services between virtual machines in a cloud environment. In this
context, a way to express workloads, network resources and operation policies in a
virtualization-aware but hypervisor independent manner is the first step. Readers
interested in more details in this area can start from DMTFb (2009). Once this
is achieved, algorithms and systems can be developed to derive the network con-
figurations and resource allocation based on the requirements from the virtual
machine workloads. Similar to the “physical” system management, interoperabil-
ity between the systems (e.g. between management system and the network, and
between management systems) is an important requirement. For this purpose, com-
mon standards, open interfaces, common data model (management information
model) are key. Currently this is still a less coordinated area where a number of
standards bodies, including the Distributed Management Task Force (DMTF), the
Object Management Group (OMG), the Open Grid Forum (OGF), etc., are work-
ing on various “standards” for cloud management. This is an area that needs more
efforts to mature. Interested readers can start from DMTFa and Cloud Standards
Coordination, http://cloud-standards.org.
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4.5 Conclusions and Future Directions

As the next paradigm shift for IT industry, cloud computing is still in the early stage.
Just as the previous major IT paradigm shift — from centralized computing to dis-
tributed computing — has had tremendous impact on IP networking (and vice versa),
we see a similar impact with regard to cloud computing and the next generation net-
works. In many ways, supporting cloud computing represents a natural evolution for
the IP networking; we see the Layer 2 domain in the data center network becoming
wider, flatter and virtualization aware; we see the data center interconnect network
and Layer 4 network services becoming virtualization aware and self-adaptable to
security, performance and SLA constraints; we see virtual machine mobility and
cloud service elasticity not only within a single data center but also over metro net-
works or WAN across multiple data centers. As the IT industry creates and deploys
more cloud services, more requirements will be put on to the networks and more
intelligence will be implemented by the cloud-enabling network.

Our belief is that the hybrid cloud will emerge as the ideal cloud deployment
model for most enterprises since it blends the best of private and public clouds. The
networks play an extremely critical role in enabling hybrid cloud deployments. For
core services with critical business data, the private network within the hybrid cloud
can allow full control over network security, performance, management, etc. The
public side of the hybrid cloud provides the ability to extend an enterprise’s reach
to Internet deployed applications and services which can then be integrated with its
on-premise assets and business processes. We believe more cloud-enabling innova-
tions will occur in both data center networks and data center interconnect networks.
Furthermore, we believe the public Internet will embrace many of the capabili-
ties exhibited in today’s data center interconnect networks (and expand beyond).
Somewhat contrary to today’s loosely coupled IP networking architecture (with
respect to other IT assets — servers, storage, and applications) which was the resulted
from the distributed client server computing model, we believe the cloud computing
model will drive a more tightly integrated network architecture with other IT assets
Mell & Grance (October 2009).
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Chapter 5
Data-Intensive Technologies for Cloud
Computing

Anthony M. Middleton

5.1 Introduction

As aresult of the continuing information explosion, many organizations are drown-
ing in data and the resulting “data gap” or inability to process this information
and use it effectively is increasing at an alarming rate. Data-intensive comput-
ing represents a new computing paradigm (Kouzes, Anderson, Elbert, Gorton, &
Gracio, 2009) which can address the data gap using scalable parallel processing
to allow government, commercial organizations, and research environments to pro-
cess massive amounts of data and implement applications previously thought to
be impractical or infeasible. Cloud computing provides the opportunity for orga-
nizations with limited internal resources to implement large-scale data-intensive
computing applications in a cost-effective manner.

The fundamental challenges of data-intensive computing are managing and pro-
cessing exponentially growing data volumes, significantly reducing associated data
analysis cycles to support practical, timely applications, and developing new algo-
rithms which can scale to search and process massive amounts of data. Researchers
at LexisNexis believe that the answer to these challenges is a scalable, inte-
grated computer systems hardware and software architecture designed for parallel
processing of data-intensive computing applications. This chapter explores the
challenges of data-intensive computing and offers an in-depth comparison of com-
mercially available system architectures including the LexisNexis Data Analytics
Supercomputer (DAS) also referred to as the LexisNexis High-Performance
Computing Cluster (HPCC), and Hadoop, an open source implementation based
on Google’s MapReduce architecture.

Cloud computing emphasizes the ability to scale computing resources as needed
without a large upfront investment in infrastructure and associated ongoing opera-
tional costs (Napper & Bientinesi, 2009; Reese, 2009; Velte, Velte, & Elsenpeter,
2009). Cloud computing services are typically categorized in three models:
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(1) Infrastructure as a Service (laaS). Service includes provision of hardware and
software for processing, data storage, networks and any required infrastructure for
deployment of operating systems and applications which would normally be needed
in a data center managed by the user; (2) Platform as a Service (PaaS). Service
includes programming languages and tools and an application delivery platform
hosted by the service provider to support development and delivery of end-user
applications; and (3) Software as a Service (SaaS). Hosted software applications are
provided and managed by the service provider for the end-user replacing locally-run
applications with Web-based applications (Lenk, Klems, Nimis, Tai, & Sandholm,
2009; Levitt, 2009; Mell & Grance, 2009; Vaquero, Rodero-Merino, Caceres, &
Lindner, 2009; Viega, 2009).

Data-intensive computing applications are implemented using either the IaaS
model which allows the provisioning of scalable clusters of processors for data-
parallel computing using various software architectures, or the PaaS model which
provides a complete processing and application development environment including
both infrastructure and platform components such as programming languages and
applications development tools. Data-intensive computing can be implemented in a
public cloud (cloud infrastructure and platform is publicly available from a cloud
services provider) such as Amazon’s Elastic Compute Cloud (EC2) and Elastic
MapReduce or as a private cloud (cloud infrastructure and platform is operated
solely for a specific organization and may exist internally or externally to the orga-
nization) (Mell & Grance, 2009). laaS and PaaS implementations for data-intensive
computing can be either dynamically provisioned in virtualized processing environ-
ments based on application scheduling and data processing requirements, or can be
implemented as a persistent high-availability configuration. A persistent configura-
tion has a performance advantage since it uses dedicated infrastructure instead of
virtualized servers shared with other users.

5.1.1 Data-Intensive Computing Applications

Parallel processing approaches can be generally classified as either compute-
intensive, or data-intensive (Skillicorn & Talia, 1998; Gorton, Greenfield, Szalay, &
Williams, 2008; Johnston, 1998). Compute-intensive is used to describe application
programs that are compute bound. Such applications devote most of their execu-
tion time to computational requirements as opposed to I/O, and typically require
small volumes of data. Parallel processing of compute-intensive applications typi-
cally involves parallelizing individual algorithms within an application process, and
decomposing the overall application process into separate tasks, which can then
be executed in parallel on an appropriate computing platform to achieve overall
higher performance than serial processing. In compute-intensive applications, mul-
tiple operations are performed simultaneously, with each operation addressing a
particular part of the problem. This is often referred to as functional parallelism
or control parallelism (Abbas, 2004).
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Data-intensive is used to describe applications that are I/O bound or with a need
to process large volumes of data (Gorton et al., 2008; Johnston, 1998; Gokhale,
Cohen, Yoo, & Miller, 2008). Such applications devote most of their processing
time to I/O and movement of data. Parallel processing of data-intensive applica-
tions typically involves partitioning or subdividing the data into multiple segments
which can be processed independently using the same executable application pro-
gram in parallel on an appropriate computing platform, then reassembling the results
to produce the completed output data (Nyland, Prins, Goldberg, & Mills, 2000).
The greater the aggregate distribution of the data, the more benefit there is in paral-
lel processing of the data. Gorton et al. (2008) state that data-intensive processing
requirements normally scale linearly according to the size of the data and are very
amenable to straightforward parallelization. The fundamental challenges for data-
intensive computing according to Gorton et al. (2008) are managing and processing
exponentially growing data volumes, significantly reducing associated data analy-
sis cycles to support practical, timely applications, and developing new algorithms
which can scale to search and process massive amounts of data. Cloud comput-
ing can address these challenges with the capability to provision new computing
resources or extend existing resources to provide parallel computing capabilities
which scale to match growing data volumes (Grossman, 2009).

5.1.2 Data-Parallelism

Computer system architectures which can support data-parallel applications are
a potential solution to terabyte and petabyte scale data processing requirements
(Nyland et al., 2000; Ravichandran, Pantel, & Hovy, 2004). According to Agichtein
and Ganti (2004), parallelization is considered to be an attractive alternative for pro-
cessing extremely large collections of data such as the billions of documents on the
Web (Agichtein, 2004). Nyland et al. (2000) define data-parallelism as a compu-
tation applied independently to each data item of a set of data which allows the
degree of parallelism to be scaled with the volume of data. According to Nyland
et al. (2000), the most important reason for developing data-parallel applications is
the potential for scalable performance, and may result in several orders of magni-
tude performance improvement. The key issues with developing applications using
data-parallelism are the choice of the algorithm, the strategy for data decomposition,
load balancing on processing nodes, message passing communications between
nodes, and the overall accuracy of the results (Nyland et al., 2000; Rencuzogullari
& Dwarkadas, 2001). Nyland et al. (2000) also note that the development of a data-
parallel application can involve substantial programming complexity to define the
problem in the context of available programming tools, and to address limitations of
the target architecture. Information extraction from and indexing of Web documents
is typical of data-intensive processing which can derive significant performance ben-
efits from data-parallel implementations since Web and other types of document
collections can typically then be processed in parallel (Agichtein, 2004).
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5.1.3 The “Data Gap”

The rapid growth of the Internet and World Wide Web has led to vast amounts of
information available online. In addition, business and government organizations
create large amounts of both structured and unstructured information which needs
to be processed, analyzed, and linked. Vinton Cerf of Google has described this as
an “Information Avalanche” and has stated “we must harness the Internet’s energy
before the information it has unleashed buries us” (Cerf, 2007). An IDC white paper
sponsored by EMC estimated the amount of information currently stored in a dig-
ital form in 2007 at 281 exabytes and the overall compound growth rate at 57%
with information in organizations growing at even a faster rate (Gantz et al., 2007).
In another study of the so-called information explosion it was estimated that 95%
of all current information exists in unstructured form with increased data process-
ing requirements compared to structured information (Lyman & Varian, 2003). The
storing, managing, accessing, and processing of this vast amount of data represents
a fundamental need and an immense challenge in order to satisfy needs to search,
analyze, mine, and visualize this data as information (Berman, 2008). In 2003,
LexisNexis defined this issue as the “Data Gap”: the ability to gather information is
far outpacing organizational capacity to use it effectively.

Organizations build the applications to fill the storage they have available, and
build the storage to fit the applications and data they have. But will organizations
be able to do useful things with the information they have to gain full and inno-
vative use of their untapped data resources? As organizational data grows, how
will the “Data Gap” be addressed and bridged? Researchers at LexisNexis believe
that the answer is a scalable computer systems hardware and software architecture
designed for data-intensive computing applications which can scale to processing
billions of records per second (BORPS) (Note: the term BORPS was introduced by
Seisint, Inc. in 2002. Seisint was acquired by LexisNexis in 2004). What are the
characteristics of data-intensive computing systems and what system architectures
are available to organizations to implement data-intensive computing applications?
Can these capabilities be implemented using cloud computing to reduce risk and
upfront investment in infrastructure and to allow a pay-as-you-go model? This
chapter will explore those issues and offer a comparison of commercially available
system architectures.

5.2 Characteristics of Data-Intensive Computing Systems

The National Science Foundation believes that data-intensive computing requires
a “fundamentally different set of principles” than current computing approaches
(NSF, 2009). Through a funding program within the Computer and Information
Science and Engineering area, the NSF is seeking to “increase understanding of
the capabilities and limitations of data-intensive computing.” The key areas of
focus are:
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e Approaches to parallel programming to address the parallel processing of data on
data-intensive systems

e Programming abstractions including models, languages, and algorithms which
allow a natural expression of parallel processing of data

e Design of data-intensive computing platforms to provide high levels of reliability,
efficiency, availability, and scalability.

e Identifying applications that can exploit this computing paradigm and determin-
ing how it should evolve to support emerging data-intensive applications.

Pacific Northwest National Labs has defined data-intensive computing as “cap-
turing, managing, analyzing, and understanding data at volumes and rates that push
the frontiers of current technologies” (Kouzes et al., 2009; PNNL, 2008). They
believe that to address the rapidly growing data volumes and complexity requires
“epochal advances in software, hardware, and algorithm development” which can
scale readily with size of the data and provide effective and timely analysis and pro-
cessing results. The HPCC architecture developed by LexisNexis represents such an
advance in capabilities.

5.2.1 Processing Approach

Current data-intensive computing platforms use a “divide and conquer” parallel
processing approach combining multiple processors and disks in large computing
clusters connected using high-speed communications switches and networks which
allows the data to be partitioned among the available computing resources and pro-
cessed independently to achieve performance and scalability based on the amount
of data (Fig. 5.1). Buyya, Yeo, Venugopal, Broberg, and Brandic (2009) define a
cluster as “a type of parallel and distributed system, which consists of a collection
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of inter-connected stand-alone computers working together as a single integrated
computing resource.” This approach to parallel processing is often referred to as
a “shared nothing” approach since each node consisting of processor, local mem-
ory, and disk resources shares nothing with other nodes in the cluster. In parallel
computing this approach is considered suitable for data processing problems which
are “‘embarrassingly parallel” , i.e. where it is relatively easy to separate the prob-
lem into a number of parallel tasks and there is no dependency or communication
required between the tasks other than overall management of the tasks. These types
of data processing problems are inherently adaptable to various forms of distributed
computing including clusters and data grids and cloud computing.

5.2.2 Common Characteristics

There are several important common characteristics of data-intensive computing
systems that distinguish them from other forms of computing. First is the principle
of collocation of the data and programs or algorithms to perform the computa-
tion. To achieve high performance in data-intensive computing, it is important to
minimize the movement of data (Gray, 2008). In direct contrast to other types of
computing and supercomputing which utilize data stored in a separate repository
or servers and transfer the data to the processing system for computation, data-
intensive computing uses distributed data and distributed file systems in which data
is located across a cluster of processing nodes, and instead of moving the data, the
program or algorithm is transferred to the nodes with the data that needs to be pro-
cessed. This principle — “Move the code to the data” — which was designed into the
data-parallel processing architecture implemented by Seisint in 2003, is extremely
effective since program size is usually small in comparison to the large datasets pro-
cessed by data-intensive systems and results in much less network traffic since data
can be read locally instead of across the network. This characteristic allows pro-
cessing algorithms to execute on the nodes where the data resides reducing system
overhead and increasing performance (Gorton et al., 2008).

A second important characteristic of data-intensive computing systems is the
programming model utilized. Data-intensive computing systems utilize a machine-
independent approach in which applications are expressed in terms of high-level
operations on data, and the runtime system transparently controls the scheduling,
execution, load balancing, communications, and movement of programs and data
across the distributed computing cluster (Bryant, 2008). The programming abstrac-
tion and language tools allow the processing to be expressed in terms of data flows
and transformations incorporating new dataflow programming languages and shared
libraries of common data manipulation algorithms such as sorting. Conventional
supercomputing and distributed computing systems typically utilize machine depen-
dent programming models which can require low-level programmer control of
processing and node communications using conventional imperative programming
languages and specialized software packages which adds complexity to the parallel



5 Data-Intensive Technologies for Cloud Computing 89

programming task and reduces programmer productivity. A machine dependent pro-
gramming model also requires significant tuning and is more susceptible to single
points of failure.

A third important characteristic of data-intensive computing systems is the focus
on reliability and availability. Large-scale systems with hundreds or thousands of
processing nodes are inherently more susceptible to hardware failures, communica-
tions errors, and software bugs. Data-intensive computing systems are designed to
be fault resilient. This includes redundant copies of all data files on disk, storage
of intermediate processing results on disk, automatic detection of node or process-
ing failures, and selective re-computation of results. A processing cluster configured
for data-intensive computing is typically able to continue operation with a reduced
number of nodes following a node failure with automatic and transparent recovery
of incomplete processing.

A final important characteristic of data-intensive computing systems is the inher-
ent scalability of the underlying hardware and software architecture. Data-intensive
computing systems can typically be scaled in a linear fashion to accommodate vir-
tually any amount of data, or to meet time-critical performance requirements by
simply adding additional processing nodes to a system configuration in order to
achieve billions of records per second processing rates (BORPS). The number of
nodes and processing tasks assigned for a specific application can be variable or
fixed depending on the hardware, software, communications, and distributed file
system architecture. This scalability allows computing problems once considered
to be intractable due to the amount of data required or amount of processing time
required to now be feasible and affords opportunities for new breakthroughs in data
analysis and information processing.

5.2.3 Grid Computing

A similar computing paradigm known as grid computing has gained popularity
primarily in research environments (Abbas, 2004). A computing grid is typically
heterogeneous in nature (nodes can have different processor, memory, and disk
resources), and consists of multiple disparate computers distributed across organiza-
tions and often geographically using wide-area networking communications usually
with relatively low-bandwidth. Grids are typically used to solve complex computa-
tional problems which are compute-intensive requiring only small amounts of data
for each processing node. A variation known as data grids allow shared repositories
of data to be accessed by a grid and utilized in application processing, however the
low-bandwidth of data grids limit their effectiveness for large-scale data-intensive
applications.

In contrast, data-intensive computing systems are typically homogeneous in
nature (nodes in the computing cluster have identical processor, memory, and
disk resources), use high-bandwidth communications between nodes such as giga-
bit Ethernet switches, and are located in close proximity in a data center using
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high-density hardware such as rack-mounted blade servers. The logical file system
typically includes all the disks available on the nodes in the cluster and data files
are distributed across the nodes as opposed to a separate shared data repository such
as a storage area network which would require data to be moved to nodes for pro-
cessing. Geographically dispersed grid systems are more difficult to manage, less
reliable, and less secure than data-intensive computing systems which are usually
located in secure data center environments.

5.2.4 Applicability to Cloud Computing

Cloud computing can take many shapes. Most visualize the cloud as the Internet
or Web which is often depicted in this manner, but a more general definition is
that cloud computing shifts the location of the computing resources and infras-
tructure providing computing applications to the network (Vaquero et al., 2009).
Software accessible through the cloud becomes a service, application platforms
accessible through the cloud to develop and deliver new applications become a
service, and hardware and software to create infrastructure and virtual data cen-
ter environments accessible through the cloud becomes a service (Weiss, 2007).
Other characteristics usually associated with cloud computing include a reduction in
the costs associated with management of hardware and software resources (Hayes,
2008), pay-per-use or pay-as-you-go access to software applications and on-demand
computing resources (Vaquero et al., 2009), dynamic provisioning of infrastructure
and scalability of resources to match the size of the data and computing require-
ments which is directly applicable to the characteristics of data-intensive computing
(Grossman & Gu, 2009). Buyya et al. (2009) provide the following comprehensive
definition of a cloud: “A Cloud is a type of parallel and distributed system consisting
of a collection of inter-connected and virtualized computers that are dynamically
provisioned and presented as one or more unified computing resource(s) based
on service-level agreements established through negotiation between the service
provider and consumer.”

The cloud computing models directly applicable to data-intensive computing
characteristics are Infrastructure as a Service (IaaS) and Platform as a Service
(PaaS). IaaS typically includes a large pool of configurable virtualized resources
which can include hardware, operating systems, middleware, and development plat-
forms or other software services which can be scaled to accommodate varying
processing loads (Vaquero et al., 2009). The computing clusters typically used for
data-intensive processing can be provided in this model. Processing environments
such as Hadoop MapReduce and LexisNexis HPCC which include application
development platform capabilities in addition to basic infrastructure implement
the Platform as a Service (PaaS) model. Applications with a high degree of data-
parallelism and a requirement to process very large datasets can take advantage of
cloud computing and IaaS or PaaS using hundreds of computers provisioned for a
short time instead of one or a small number of computers for a long time (Armbrust
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et al., 2009). According to Armbrust et al. in a University of California Berkeley
research report (Armbrust et al., 2009), this processing model is particularly well-
suited to data analysis and other applications that can benefit from parallel batch
processing. However, the user cost/benefit analysis should also include the cost of
moving large datasets into the cloud in addition the speedup and lower processing
cost offered by the IaaS and PaaS models.

5.3 Data-Intensive System Architectures

A variety of system architectures have been implemented for data-intensive and
large-scale data analysis applications including parallel and distributed relational
database management systems which have been available to run on shared nothing
clusters of processing nodes for more than two decades (Pavlo et al., 2009). These
include database systems from Teradata, Netezza, Vertica, and Exadata/Oracle and
others which provide high-performance parallel database platforms. Although these
systems have the ability to run parallel applications and queries expressed in the
SQL language, they are typically not general-purpose processing platforms and
usually run as a back-end to a separate front-end application processing system.
Although this approach offers benefits when the data utilized is primarily structured
in nature and fits easily into the constraints of a relational database, and often excels
for transaction processing applications, most data growth is with data in unstruc-
tured form (Gantz et al., 2007) and new processing paradigms with more flexible
data models were needed. Internet companies such as Google, Yahoo, Microsoft,
Facebook, and others required a new processing approach to effectively deal with
the enormous amount of Web data for applications such as search engines and social
networking. In addition, many government and business organizations were over-
whelmed with data that could not be effectively processed, linked, and analyzed
with traditional computing approaches.

Several solutions have emerged including the MapReduce architecture pioneered
by Google and now available in an open-source implementation called Hadoop
used by Yahoo, Facebook, and others. LexisNexis, an acknowledged industry leader
in information services, also developed and implemented a scalable platform for
data-intensive computing which is used by LexisNexis and other commercial and
government organizations to process large volumes of structured and unstructured
data. These approaches will be explained and contrasted in terms of their overall
structure, programming model, file systems, and applicability to cloud computing
in the following sections. Similar approaches using commodity computing clusters
including Sector/Sphere (Grossman & Gu, 2008; Grossman, Gu, Sabala, & Zhang,
2009; Gu & Grossman, 2009), SCOPE/Cosmos (Chaiken et al., 2008), Dryad LINQ
(Yu, Gunda, & Isard, 2009), Meandre (Llor et al., 2008), and GridBatch (Liu &
Orban, 2008) recently described in the literature are also suitable for data-intensive
cloud computing applications and represent additional alternatives.
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5.3.1 Google MapReduce

The MapReduce architecture and programming model pioneered by Google is an
example of a modern systems architecture designed for processing and analyzing
large datasets and is being used successfully by Google in many applications to pro-
cess massive amounts of raw Web data (Dean & Ghemawat, 2004). The MapReduce
architecture allows programmers to use a functional programming style to create a
map function that processes a key-value pair associated with the input data to gen-
erate a set of intermediate key-value pairs, and a reduce function that merges all
intermediate values associated with the same intermediate key (Dean & Ghemawat,
2004). According to Dean and Ghemawat (2004), the MapReduce programs can be
used to compute derived data from documents such as inverted indexes and the pro-
cessing is automatically parallelized by the system which executes on large clusters
of commodity type machines, highly scalable to thousands of machines. Since the
system automatically takes care of details like partitioning the input data, scheduling
and executing tasks across a processing cluster, and managing the communications
between nodes, programmers with no experience in parallel programming can easily
use a large distributed processing environment.

The programming model for MapReduce architecture is a simple abstraction
where the computation takes a set of input key-value pairs associated with the input
data and produces a set of output key-value pairs. The overall model for this process
is shown in Fig. 5.2. In the Map phase, the input data is partitioned into input splits
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Fig. 5.2 MapReduce processing architecture (O’Malley, 2008)
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and assigned to Map tasks associated with processing nodes in the cluster. The Map
task typically executes on the same node containing its assigned partition of data
in the cluster. These Map tasks perform user-specified computations on each input
key-value pair from the partition of input data assigned to the task, and generates
a set of intermediate results for each key. The shuffle and sort phase then takes the
intermediate data generated by each Map task, sorts this data with intermediate data
from other nodes, divides this data into regions to be processed by the reduce tasks,
and distributes this data as needed to nodes where the Reduce tasks will execute. All
Map tasks must complete prior to the shuffle and sort and reduce phases. The num-
ber of Reduce tasks does not need to be the same as the number of Map tasks. The
Reduce tasks perform additional user-specified operations on the intermediate data
possibly merging values associated with a key to a smaller set of values to produce
the output data. For more complex data processing procedures, multiple MapReduce
calls may be linked together in sequence.

Figure 5.3 shows the MapReduce architecture and key-value processing in more
detail. The input data can consist of multiple input files. Each Map task will pro-
duce an intermediate output file for each key region assigned based on the number
of Reduce tasks R assigned to the process (hash(key) modulus R). The reduce func-
tion then “pulls” the intermediate files, sorting and merging the files for a specific
region from all the Map tasks. To minimize the amount of data transferred across the
network, an optional Combiner function can be specified which is executed on the
same node that performs a Map task. The combiner code is usually the same as

Input file 1 Input file 2 Input file 3
(Key, Value)* (Key, Value)* (Key, Value)*
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Fig. 5.3 MapReduce key-value processing (Nicosia, 2009)
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the reducer function code which does partial merging and reducing of data for
the local partition, then writes the intermediate files to be distributed to the
Reduce tasks. The output of the Reduce function is written as the final output
file. In the Google implementation of MapReduce, functions are coded in the C++
programming language.

Underlying and overlayed with the MapReduce architecture is the Google File
System (GFS). GFS was designed to be a high-performance, scalable distributed
file system for very large data files and data-intensive applications providing fault
tolerance and running on clusters of commodity hardware (Ghemawat, Gobioff, &
Leung, 2003). GFS is oriented to very large files dividing and storing them in fixed-
size chunks of 64 Mb by default which are managed by nodes in the cluster called
chunkservers. Each GFS consists of a single master node acting as a nameserver
and multiple nodes in the cluster acting as chunkservers using a commodity Linux-
based machine (node in a cluster) running a user-level server process. Chunks are
stored in plain Linux files which are extended only as needed and replicated on
multiple nodes to provide high-availability and improve performance. Secondary
nameservers provide backup for the master node. The large chunk size reduces
the need for MapReduce clients programs to interact with the master node, allows
filesystem metadata to be kept in memory in the master node improving perfor-
mance, and allows many operations to be performed with a single read on a chunk
of data by the MapReduce client. Ideally, input splits for MapReduce operations are
the size of a GFS chunk. GFS has proven to be highly effective for data-intensive
computing on very large files, but is less effective for small files which can cause
hot spots if many MapReduce tasks are accessing the same file.

Google has implemented additional tools using the MapReduce and GFS archi-
tecture to improve programmer productivity and to enhance data analysis and
processing of structured and unstructured data. Since the GFS filesystem is primarily
oriented to sequential processing of large files, Google has also implemented a scal-
able, high-availability distributed storage system for structured data with dynamic
control over data format with keyed random access capabilities (Chang et al., 2006).
Data is stored in Bigtable as a sparse, distributed, persistent multi-dimensional
sorted map structured which is indexed by a row key, column key, and a timestamp.
Rows in a Bigtable are maintained in order by row key, and row ranges become
the unit of distribution and load balancing called a tablet. Each cell of data in a
Bigtable can contain multiple instances indexed by the timestamp. Bigtable uses
GFS to store both data and log files. The API for Bigtable is flexible providing
data management functions like creating and deleting tables, and data manipulation
functions by row key including operations to read, write, and modify data. Index
information for Bigtables utilize tablet information stored in structures similar to a
B+Tree. MapReduce applications can be used with Bigtable to process and trans-
form data, and Google has implemented many large-scale applications which utilize
Bigtable for storage including Google Earth.

Google has also implemented a high-level language for performing parallel data
analysis and data mining using the MapReduce and GFS architecture called Sawzall
and a workflow management and scheduling infrastructure for Sawzall jobs called
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Workqueue (Pike, Dorward, Griesemer, & Quinlan, 2004). According to Pike et al.
(2004), although C++ in standard MapReduce jobs is capable of handling data
analysis tasks, it is more difficult to use and requires considerable effort by program-
mers. For most applications implemented using Sawzall, the code is much simpler
and smaller than the equivalent C++ by a factor of 10 or more. A Sawzall program
defines operations on a single record of the data, the language does not allow exam-
ining multiple input records simultaneously and one input record cannot influence
the processing of another. An emit statement allows processed data to be output
to an external aggregator which provides the capability for entire files of records
and data to be processed using a Sawzall program. The system operates in a batch
mode in which a user submits a job which executes a Sawzall program on a fixed
set of files and data and collects the output at the end of a run. Sawzall jobs can be
chained to support more complex procedures. Sawzall programs are compiled into
an intermediate code which is interpreted during runtime execution. Several reasons
are cited by Pike et al. (2004) why a new language is beneficial for data analysis
and data mining applications: (1) a programming language customized for a spe-
cific problem domain makes resulting programs “clearer, more compact, and more
expressive”; (2) aggregations are specified in the Sawzall language so that the pro-
grammer does not have to provide one in the Reduce task of a standard MapReduce
program; (3) a programming language oriented to data analysis provides a more
natural way to think about data processing problems for large distributed datasets;
and (4) Sawzall programs are significantly smaller that equivalent C++ MapReduce
programs and significantly easier to program.

Google does not currently make available its MapReduce architecture in a pub-
lic cloud computing TaaS or PaaS environment. Google however does provide the
Google Apps Engine as a public cloud computing PaaS environment (Lenk et al.,
2009; Vaquero et al., 2009).

5.3.2 Hadoop

Hadoop is an open source software project sponsored by The Apache Software
Foundation (http://www.apache.org). Following the publication in 2004 of the
research paper describing Google MapReduce (Dean & Ghemawat, 2004), an
effort was begun in conjunction with the existing Nutch project to create an
open source implementation of the MapReduce architecture (White, 2009). It later
became an independent subproject of Lucene, was embraced by Yahoo! after the
lead developer for Hadoop became an employee, and became an official Apache
top-level project in February of 2006. Hadoop now encompasses multiple subpro-
jects in addition to the base core, MapReduce, and HDFS distributed filesystem.
These additional subprojects provide enhanced application processing capabili-
ties to the base Hadoop implementation and currently include Avro, Pig, HBase,
ZooKeeper, Hive, and Chukwa. More information can be found at the Apache
Web site.
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The Hadoop MapReduce architecture is functionally similar to the Google imple-
mentation except that the base programming language for Hadoop is Java instead of
C++. The implementation is intended to execute on clusters of commodity pro-
cessors (Fig. 5.4) utilizing Linux as the operating system environment, but can
also be run on a single system as a learning environment. Hadoop clusters also
utilize the “shared nothing” distributed processing paradigm linking individual
systems with local processor, memory, and disk resources using high-speed com-
munications switching capabilities typically in rack-mounted configurations. The
flexibility of Hadoop configurations allows small clusters to be created for testing
and development using desktop systems or any system running Unix/Linux provid-
ing a JVM environment, however production clusters typically use homogeneous
rack-mounted processors in a data center environment.
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The Hadoop MapReduce architecture is similar to the Google implementation
creating fixed-size input splits from the input data and assigning the splits to Map
tasks. The local output from the Map tasks is copied to Reduce nodes where it is
sorted and merged for processing by Reduce tasks which produce the final output as
shown in Fig. 5.5.

Hadoop implements a distributed data processing scheduling and execution envi-
ronment and framework for MapReduce jobs. A MapReduce job is a unit of work
that consists of the input data, the associated Map and Reduce programs, and user-
specified configuration information (White, 2009). The Hadoop framework utilizes
a master/slave architecture with a single master server called a jobtracker and slave
servers called tasktrackers, one per node in the cluster. The jobtracker is the commu-
nications interface between users and the framework and coordinates the execution
of MapReduce jobs. Users submit jobs to the jobtracker, which puts them in a job
queue and executes them on a first-come/first-served basis. The jobtracker manages
the assignment of Map and Reduce tasks to the tasktracker nodes which then exe-
cute these tasks. The tasktrackers also handle data movement between the Map and
Reduce phases of job execution. The Hadoop framework assigns the Map tasks to
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Part 1

Fig. 5.5 Hadoop MapReduce (White, 2008)

every node where the input data splits are located through a process called data
locality optimization. The number of Reduce tasks is determined independently and
can be user-specified and can be zero if all of the work can be accomplished by
the Map tasks. As with the Google MapReduce implementation, all Map tasks must
complete before the shuffle and sort phase can occur and Reduce tasks initiated. The
Hadoop framework also supports Combiner functions which can reduce the amount
of data movement in a job.

The Hadoop framework also provides an API called Streaming to allow Map
and Reduce functions to be written in languages other than Java such as Ruby and
Python and provides an interface called Pipes for C++.

Hadoop includes a distributed file system called HDFS which is analogous to
GFS in the Google MapReduce implementation. A block in HDFES is equivalent
to a chunk in GFS and is also very large, 64 Mb by default but 128 Mb is used
in some installations. The large block size is intended to reduce the number of
seeks and improve data transfer times. Each block is an independent unit stored
as a dynamically allocated file in the Linux local filesystem in a datanode directory.
If the node has multiple disk drives, multiple datanode directories can be specified.
An additional local file per block stores metadata for the block. HDFS also follows
a master/slave architecture which consists of a single master server that manages
the distributed filesystem namespace and regulates access to files by clients called
the Namenode. In addition, there are multiple Datanodes, one per node in the clus-
ter, which manage the disk storage attached to the nodes and assigned to Hadoop.
The Namenode determines the mapping of blocks to Datanodes. The Datanodes
are responsible for serving read and write requests from filesystem clients such as
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MapReduce tasks, and they also perform block creation, deletion, and replication
based on commands from the Namenode. An HDFS system can include additional
secondary Namenodes which replicate the filesystem metadata, however there are
no hot failover services. Each datanode block also has replicas on other nodes based
on system configuration parameters (by default there are 3 replicas for each datan-
ode block). In the Hadoop MapReduce execution environment it is common for a
node in a physical cluster to function as both a Tasktracker and a datanode (Venner,
2009). The HDEFS system architecture is shown in Fig. 5.6.

Metadata (Name, replicas, ...);
/home/foo/data, 3, ...

s 5 Namenode

\7 Datanodes

Replication D
Blocks
/ Rack 2

Client

Fig. 5.6 HDFS architecture (Borthakur, 2008)

The Hadoop execution environment supports additional distributed data pro-
cessing capabilities which are designed to run using the Hadoop MapReduce
architecture. Several of these have become official Hadoop subprojects within the
Apache Software Foundation. These include HBase, a distributed column-oriented
database which provides similar random access read/write capabilities as and is
modeled after Bigtable implemented by Google. HBase is not relational, and does
not support SQL, but provides a Java API and a command-line shell for table man-
agement. Hive is a data warehouse system built on top of Hadoop that provides
SQL-like query capabilities for data summarization, ad-hoc queries, and analysis
of large datasets. Other Apache sanctioned projects for Hadoop include Avro —
A data serialization system that provides dynamic integration with scripting lan-
guages, Chukwa — a data collection system for managing large distributed systems,
ZooKeeper — a high-performance coordination service for distributed applications,
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and Pig — a high-level data-flow language and execution framework for parallel
computation.

Pig is high-level dataflow-oriented language and execution environment origi-
nally developed at Yahoo! ostensibly for the same reasons that Google developed
the Sawzall language for its MapReduce implementation — to provide a specific
language notation for data analysis applications and to improve programmer pro-
ductivity and reduce development cycles when using the Hadoop MapReduce
environment. Working out how to fit many data analysis and processing applica-
tions into the MapReduce paradigm can be a challenge, and often requires multiple
MapReduce jobs (White, 2009). Pig programs are automatically translated into
sequences of MapReduce programs if needed in the execution environment. In addi-
tion Pig supports a much richer data model which supports multi-valued, nested data
structures with tuples, bags, and maps. Pig supports a high-level of user customiza-
tion including user-defined special purpose functions and provides capabilities in the
language for loading, storing, filtering, grouping, de-duplication, ordering, sorting,
aggregation, and joining operations on the data (Olston, Reed, Srivastava, Kumar,
& Tomkins, 2008a). Pig is an imperative dataflow-oriented language (language
statements define a dataflow for processing). An example program is shown in
Fig. 5.7. Pig runs as a client-side application which translates Pig programs into
MapReduce jobs and then runs them on an Hadoop cluster. Figure 5.8 shows how
the program listed in Fig. 5.7 is translated into a sequence of MapReduce jobs. Pig
compilation and execution stages include a parser, logical optimizer, MapReduce
compiler, MapReduce optimizer, and the Hadoop Job Manager (Gates et al.,
2009).

According to Yahoo! where more than 40% of Hadoop production jobs and 60%
of ad-hoc queries are now implemented using Pig, Pig programs are 1/20th the size
of the equivalent MapReduce program and take 1/16th the time to develop (Olston,
2009). Yahoo! uses 12 standard benchmarks (called the PigMix) to test Pig perfor-
mance versus equivalent MapReduce performance from release to release. With the

visits =load ‘[data/visits’ as (user, url, time);

gVisits = group visits by url;

visitCounts = foreach gVisits generate url, count{urlVisits);
urlinfo =load ‘/data/urlinfo’ as (url, category, pRank);
visitCounts = join visitCounts by wurl, urlinfo by url;
gCategories = group visitCou