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Preface

Two fundamental discoveries have recently started a new era of scientific

research: the discovery of fullerenes and the development of single-molecule

imaging capabilities. The discovery of fullerenes with their unique properties,

highly versatile nature, and many potential applications in materials science,

chemistry, physics, opto-electronics, biology, and medicine has launched a

new branch of interdisciplinary research known as ‘‘nanotechnology.’’ This

technology revolutionized the multibillion-dollar field of opto-electronics and

is a key to wireless communications, remote sensing, and medical diagnostics,

and still has a lot to offer. The development of single-molecule imaging and

investigating capabilities provided the means for studying the reactions of

complex material systems, and biological molecules in natural systems.

The real importance of these discoveries is that they, synergized together, put

forward the platform for what can be called ‘‘the next industrial revolution’’ in

human history: ‘‘nanotechnology.’’ Just as the quantum mechanics work of the

1930s led to the electronic material revolution in the 1980s, and as the funda-

mental work in molecular biology in the 1950s gave rise to the current bio-

technology, it is believed that the emerging work in nanotechnology has the

potential to fundamentally change the way people live within the next two

decades. The ability to manipulate matter on the atomic level and to manu-

facture devices from the molecular level up will definitely have major impli-

cations. Among the advances and benefits foreseen for nanotechnology

implementation are inexpensive energy generation, highly efficient manu-

facturing, environmentally benign materials, universal clean water supplies,

atomically engineered crops resulting in greater agricultural productivity,

radically improved medicines, unprecedented medical treatments and organ

replacement, greater information storage and communication capacities, and

increased human performance through convergent technologies. This means

that nanotechnology is expected to revolutionize manufacturing and energy

production, in addition to healthcare, communications, utilities, and definitely

defense. Hence, nanotechnology will transform labor and the workplace,
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medical system, transportation, and power infrastructures. In short, nano-

technology will transform life, as we currently perceive it.

Here, we discuss nanotechnology and its attributes based on the observation

that it represents a domain in which conventional materials perform in an

unconventional way. We will try to explain the phenomenon – the nanophe-

nomenon – based on our current state of knowledge and will try to predict its

potentials and challenges.

Nanotechnology is based on certain building blocks that include fullerenes

(in spheroidal, cylindrical, and sheet forms), nano-crystals, and nanowires, and

on characterization and imaging techniques capable of interrogating such

building blocks. This book focuses on fullerenes (as a major family of building

blocks), Raman spectroscopy (as a powerful investigative spectroscopic tech-

nique), and how both contribute to the advancement of our state of knowledge

as far as nanotechnology is concerned. The book consists of four chapters. In

Chapter 1, we introduce and discuss nanotechnology. Based on the fact that

social studies indicate that the majority of the public is not aware of the nature

of nanotechnology, we felt obligated to start the book with a ‘‘layperson’’ level

of introduction to nanotechnology. We basically show that, as far as nature is

concerned, nanotechnology is over 3 billion years old, and as far as humankind

is concerned nanotechnology was practiced several thousand years ago. On a

more scientific level of discussion, we explore nanotechnology and define

nanodomain as the domain in which a system becomes a thermodynamically

small system that can no longer be treated or described by classical thermo-

dynamic equations of state originally observed and developed for bulk or large

systems. We show that once the size of a system is on the order of certain

length-scales it becomes thermodynamically inhomogeneous and its thermo-

dynamic potentials and functions become indefinable. In Chapter 1, we discuss

such length-scales and show that materials behavior at such length-scales is

unconventional and represents what can be termed as the ‘‘nano-behavior.’’ We

explain in this chapter how nano-behavior is related to the system’s size as

compared to thermodynamic inhomogeneity and not just to the system’s

physical dimensions. We conclude Chapter 1 with a discussion of interesting

nanophenomena recently observed in optical, electric, thermal, and mechanical

performance of nano-materials. We emphasize that, unlike conventional bulk

systems, nanosystems are very sensitive to perturbation effects. We provide

evidence and show examples to the fact that significant changes in the behavior

of a nanosystem can be observed as the result of minute perturbation fields

affecting the system.

Chapter 2 is dedicated to Raman spectroscopy as an investigative technique.

In this chapter, we discuss all aspects of Raman scattering phenomenon: its

theory, and instrumentation. We also discuss the concept of symmetry and its

significance to the Raman scattering phenomenon. Most importantly, we show

that Raman spectroscopy is an extremely powerful technique that can provide

essential information not only regarding the structure and properties of the

system under investigation but also regarding the behavior of a system in

response to various perturbation effects.
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In Chapter 3, we discuss the carbon-based building blocks – the fullerenes. In

this chapter we present the history of fullerenes; their original predictions, and

their initial discovery. We classify fullerenes based on their dimensionality into

three classes: zero-dimensional fullerenes, one-dimensional fullerenes, and two-

dimensional fullerenes. For each class we discuss the structure as well as the

production and purification methods. For zero-dimensional fullerenes, we

discuss C60, C70, and larger or giant fullerenes. For one-dimensional fullerenes,

we cover single-walled, double-walled, and multi-walled carbon nanotubes. For

two-dimensional fullerenes, we discuss ‘‘graphene’’ in single- and multi-sheet

forms.

Chapter 4 is devoted to the properties of all types of fullerenes discussed in

Chapter 3. We start with Raman scattering in fullerenes and what information

it provides regarding their structure, performance, and response to perturba-

tion effects. We consider nanophenomenon related to solvent effects on full-

erenes, and, more interestingly, we discuss fullerene effects on solvents. The

structuring induced into liquid solvents due to fullerene interaction and its

effect on the solvent properties is covered. We also discuss fullerene under

pressure effects, their Raman response and mechanical properties. We conclude

Chapter 4 and the book by an overview and concluding remarks regarding the

current state of knowledge, the future potentials, and challenges that must be

faced.

Maher S. Amer

Dayton, Ohio
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CHAPTER 1

Nanotechnology, the Technology
of Small Thermodynamic
Systems

1.1 Introduction

This chapter introduces nanotechnology, emphasizing the fact that it is more

related to the thermodynamic behaviour of small systems than to the physical

dimensions of the system. The importance of entropic forces in such systems

will be considered and examples of how such forces can alter the behaviour of

materials systems and enable them to exhibit unusual chemical, physical,

electrical, optical, and mechanical properties will be given. The building blocks

of nanotechnology will be identified and discussed. Examples of biological and

natural utilization of nanostructured system as well as recent engineering

applications of such systems will be given.1

1.2 Origins of Nanotechnology

Almost 50 years ago, on December 29, 1959, Richard P. Feynman,i a great

physicist and, later, a Nobel Laureate, gave a lecture at the annual meeting of

the American Physical Society at California Institute of Technology, Pasadena,

entitled ‘‘There’s Plenty of Room at the Bottom, an Invitation to enter a new

field of Physics.’’ The lecture was published later2 and was republished3 again in

1992 as the topic it first introduced overwhelmingly caught the attention of

many of the scientists, politicians, and the public across the globe.
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(1950–1959). Feynman received the Nobel Prize in Physics in 1965.

1



The term ‘‘nanotechnology’’ was never used in Feynman’s lecture; instead,

Feynman spoke about miniaturization, emphasizing the important scientific

and economic aspects of our ability to make things small. Small machines that

are capable of making even smaller ones. In his own words ‘‘although it is a

very wild idea, it would be interesting in surgery if you could swallow the

surgeon’’. Not to be misunderstood, Feynman emphasized that such a vision

necessitates an ability to manipulate materials systems on a small scale.

Feynman would not have missed the obvious and logical fact that atoms and

molecules behave differently when arranged in a small system compared to their

behavior in large or bulk systems. In his famous lecture Feynman said:

‘‘I can hardly doubt that when we have some control of the arrangement

of things on a small scale we will get an enormously greater range of

possible properties that substances can have.’’

The obvious reason for that was:

‘‘. . .Atoms on a small scale behave like nothing on a large scale, for they

satisfy the laws of quantum mechanics. So, as we go down and fiddle

around with the atoms down there, we are working with different laws,

and we can expect to do different things.’’

Hence, while Feynman did not explicitly speak about what is referred to

nowadays as ‘‘nanotechnology,’’ he pointed out a new and important domain

of physics where matter is investigated on a new scale at which quantum effects

are dominant.

The term nanotechnology was actually coined in 1974 by Norio Taniguchi

(1912–1988), a professor at Tokyo Science University, Japan.4 The term nano is

Greek for ‘‘dwarf’’. Professor’s Taniguchi’s main interest was in high precision

machining of hard and brittle materials. He pioneered the application of energy

beam techniques, including electron beam, lasers, and ion beams, to ultra-

precision processing of materials. In his famous paper entitled ‘‘On the Basic

Concept of ‘Nano-Technology’ ’’, Professor Taniguchi defined the field as:

‘‘Nano-technology mainly consists of the processing of, separation,

consolidation, and deformation of materials by one atom or by one

molecule.’’

Professor Taniguchi was mainly using the term to describe possibilities in

precision machining for the electronic industry to enable smaller and smaller

devices down to the nanometer length scale. The prefix nano is known in the metric

scale system to represent a billionth or 10�9 of a unit. In 1974, Professor Taniguchi

was interested in precision machining down to the nanometer level, which requires

an ability to manipulate materials on the atomic or molecular level.

In 1986, K. Eric Drexler reused and popularized the term ‘‘nanotechnology’’

in a much broader prespective describing a whole new manufacturing
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technology based on molecular machinery. The premise was that such mole-

cular machinery does exist, by countless examples, in biological systems, and,

hence, sophisticated, efficient, and optimized molecular machines can be pro-

duced. In a series of books,5–8 Drexler described a number of possible mole-

cular machinery suitable for a very wide range of applications. He also

described ‘‘profiles of the possible’’ as well as ‘‘dangers and hopes’’ associated

with the nanotechnology. Drexler was awarded a PhD in 1991. His work,

indeed, triggered and inspired what is currently referred to as the nano-revo-

lution. He adapted the viewpoint that although nanotechnology can be initially

implemented by resembling biological systems, ultimately it could be based on

pure mechanical engineering principles, rendering nanotechnology as a man-

ufacturing technology based on the mechanical functionality of molecular size

components. Such mechanical components, i.e., gears, bearings, motors, and

structural members, would enable programmable assembly with atomic pre-

cission.9 Figure 1.1 shows the three scholars Richard Feynman, who first

envisioned nanotechnology, Norio Taniguchi, who coined the term nano-

technology, and Eric Drexler, who popularized the term in a new perspective.

The pure mechanical viewpoint shaping Drexler’s proposed vision led,

however, to a long and heated debate between him and Richard Smalley.

Richard Smalley – a professor of chemistry at Rice University who shared the

1996 Nobel Prize in Chemistry with Robert Curl, Jr. and Sir Harry Kroto for

discovering the C60 molecule (fullerene [60]) – had very well founded reserva-

tions on applying pure mechanical engineering principles to nano-machinery,

and on the premise of mechanical functionality of molecules.10 The debate was

indeed a significant controversy about nanotechnology’s meaning and possi-

bilities. Drexler, later, backed off of his position on the basis that his original

ideas have been misunderstood.11 Several analyses of the debate were pub-

lished.12,13 Unfortunately, the debate left a negative impression on public view

of the technology and, to a large extent, deepened the wrong concept that

nanotechnology is the technology by which to make tiny (bug-like) machines

(a) (b) (c)

Figure 1.1 The three scholars Richard Feynman, who first envisioned nanotechnol-
ogy, Norio Taniguchi, who coined the term ‘‘nanotechnology’’, and Eric
Drexler who popularized the term in a new perspective.
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capable of replicating themselves, working miracles, but that could run amok.

Given the effective role media usually play on public viewpoint and under-

standing of science,14 it was concluded recently that the media has contributed

to bounding nanotechnology by representing the term as a technology that

trades on ideas of wonder as well as risk.15

A good example that demonstrates the general misunderstanding of nano-

technology is the Winner illustration of the 2002 ‘‘Visions of Science Award’’

by Coneyl Jay (Figure 1.2). The illustration shows how the public, in general,

imagined what nanotechnology is all about; a bug-like tiny machine injecting

stuff in a red blood cell! Unfortunately, that was the general impression of

nano-medicine.

Such a simplistic understanding of nanotechnology bred enormous public

concerns and suspicion. Well founded and justified concerns regarding the

impact of nanotechnology on scientific, economic, ethical, and societal aspects

of humankind future were raised and are still being debated. We will discuss

these important issues in later sections of this chapter. At this point, however, it

is beyond doubt that what we decided to call a dwarf (nano) turned out to be a

giant.

1.3 What Nanotechnology Is

Nanotechnology has been described as the next industrial revolution in human

history. As with each of the previous industrial revolutions, it is expected to

have a huge and long-term impact on all aspects of human life. In addition, and

Figure 1.2 Science art illustrating the perception of nanobots. (r Coneyl Jay/Science
Photo Library.)
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not surprisingly, the new technology has not been very well understood in some

cases and has been misunderstood in many other cases. According to the USA

National Science Foundation 2007 released statistics, most Americans (54%)

have heard ‘‘nothing at all’’ about nanotechnology. In this section, we will

address the nature of nanotechnology in very simple, even layperson, terms. As

Albert Einstein pointed out, one can claim knowledge of a subject only when

one is capable of explaining the subject to one’s grandmother. Time has

changed since the Einstein era and many of nowadays grandmothers have

advanced degrees. While this makes it easier for new generations to claim

knowledge, it might be the time to change the rule of knowledge claiming to

state that one may claim knowledge of a subject only if one is capable of

correctly explaining the subject to the public.

1.3.1 What Can Nanotechnology Do For Us?

Everything we deal with is either man-made (made by humans) or natural (made

by nature). For example, a car is a man-made transportation means, while a

horse is a natural one. Currently, cars are faster and much stronger than horses.

However, cars are still not capable of sensing the danger down the road as horses

do. Also, cars cannot take their passenger home while the passenger is asleep

as horses do. In addition, horses are much safer to travel by since none of us has

ever heard about an accident between two horses resulting in a rider’s life loss!

To this end, we can describe nanotechnology as a new level of knowledge that

could enable us to bridge the gap between the capabilities of man-made and

natural things. This would result in a new generation of regular size, and not

tiny, cars capable of sensing the danger, driving home, and reducing or elim-

inating accidents due to operator errors. In addition, a more important and a

major difference between man-made and natural things is their efficiency. Over

billions of years, nature mastered the art of efficient design and operation.

Humans, however, are still at the beginning of a learning curve in those regards.

For example, the best gasoline car engine we currently make has an efficiency of

25–30%.Mechanical efficiency of athletes during running was measured to range

between 47% and 62%.16 Other species and natural processes can even reach

higher efficiencies. This clearly demonstrates how crucial nanotechnology can be

considering the energy crises our civilization is currently facing.

1.3.2 Where did the Name ‘‘Nano’’ Came From?

The word nano is Greek for dwarf. This word was actually used to indicate the

length unit equal to one billionth of a meter (10�9 meter). To have a good idea

of what this length actually is, let us consider a typical single human hair. This

is about 50–100 micron, which is 50 to 100 millionth of a meter. Hence, a single

human hair would be 50 to 100 thousand times larger than a nanometer. Atoms

and molecules are typically measured by a unit called the ångström (Å), which

is one tenth of a nanometer (nm), or one ten billionth of a meter. Fifty years
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ago, Feynman predicted, and more recently, many scientists observed that the

behavior of material clusters on the 1–100 nm scale is essentially different from

that of larger clusters that we currently use. It can be scientifically sound to say

that on the nanometer level the laws of nature controlling materials behavior

are different, hence new phenomena can be observed. This is where the name

‘‘nanotechnology’’ came from.

1.3.3 Does Every Nanosystem Have To Be So Small?

The answer to this question is absolutely not. In fact, most biological systems,

including ourselves, are nanosystems. This is in the sense that these systems on

a certain level operate according to nanophysics and nano-chemistry laws. In

fact, humans in their daily life activities obey two different sets of laws; the

traditional laws of physics that we already know and nanoscale laws that we are

still exploring. For example, if one jumps up, one’s body will follow the

gravitational law that was first identified by Isaac Newton in the fifteenth

century, and one will, according to this law, fall back down. However, as one

breathes one’s blood exchanges carbon dioxide for oxygen at the lungs and

does the opposite at the cells according to a different set of laws that we refer to

here as nano-laws. The blood component in charge of the exchange (known as

hemoglobin) is much larger than a nanometer, and so are our body cells, and

definitely we and all other breathing creatures are. A nanosystem, or more

appropriately, a nanostructured system is a system that is made of components

that operate according to nano-laws regardless of the system size. Good

examples to illustrate this point are butterfly wings and opal stones (Figure 1.3).

The beautiful colors of butterfly wings and opals are due to light reflection by

nanostructures and are not due to pigmentation. Different colors are due to

different nanostructures. The opal example tells us that nanostructures are not

Figure 1.3 Nanostructures responsible for the amazing colors in butterfly wings and
opal.
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limited to biological systems. In fact, over billions of years, nature has mastered

nano-manufacturing techniques as the best and most efficient techniques to

build sophisticated and efficient products.

1.3.4 How and Why do the Properties of Matter Change by

Entering the Nano-domain?

A good example to illustrate how the properties of matter change as it enters

the nano-domain is water. In its bulk form, water is a liquid that every one of us

is familiar with. It is a colorless odorless liquid that is heavier than air. Hence,

gravitational laws are in control of the system and it fills our lakes, seas, and

oceans. As water evaporates, due to heat effects, in the form of single and tiny

clusters of molecules, gravitational laws are no longer in charge. The bulk laws

are actually overruled by the new nano-domain laws. Water in the form of tiny

clusters becomes airborne. These tiny clusters of water can accumulate and

form huge clouds containing enormous amounts of water but still can be

transported by wind over very long distances. Controlled by weather condi-

tions, the tiny clusters of water in the clouds can grow into bigger and bigger

clusters until they depart the nano-domain and enter the bulk domain again in

the form of water droplets. Once in the bulk domain, gravitational laws will

take control again, and water droplets will fall as rain. To this end, it is very

clear that nature has utilized nanotechnology, for billions of years, in trans-

porting enormous amounts of water over great distances very efficiently.

Interestingly, even with our current advanced technologies, as we like to call it,

we are not capable of carrying out such a transportation operation as efficient,

if at all. It might be wisely and timely to learn from nature.

1.3.5 Has Nanotechnology Been Used Before?

While nature has been utilizing nanotechnology in building biological systems,

as we mentioned before, for almost 3.7 billion years, humans have also used

nanotechnology before. The mysterious optical behavior of the famous

Lycurgus Cup (AD 400, Figure 1.4) is a good example of nanotechnology

effects on optical properties of matter. This Roman cup is made of ruby glass.

When viewed in reflected light, for example in daylight, it appears green.

However, when a light is shone into the cup and transmitted through the glass

it appears red! Recently, this mysterious behavior was investigated and it

was found that while the chemical composition of the glass of Lycurgus Cup is

almost the same as that of modern glass, the fascinating optical behavior is

totally due to gold nanoparticles within the cup glass.17

In addition, it was revealed recently18–21 that the famous Damascus saber

(14th–16th century era), with its traditional wavy patternsii on the surface

ii It is believed that the naturally appearing wavy patterns on the surface of Damascus swords are
the inspiring origin of the famous damask patterns used in fashion and decoration.
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(Figure 1.5), owes its superior strength and performance to the presence of

nanostructures in the form of tubes and wires within its alloy.

Nanotechnology, namely nano-medicine, was used even much earlier in

human civilization, most probably unintentionally. Finely ground gold parti-

cles in the size range 10–500 nm can be suspended in water. Such suspensions

were used for medical purposes in ancient Egypt over 5000 years ago. In

Alexandria, Egyptian alchemists used fine gold particles to produce a colloidal

elixir known as ‘‘liquid gold’’ that was intended to restore youth! It is an

interesting coincidence to realize that the 2007 Medal of Science, the U.S.A.’s

highest honor in the field, was awarded to the Egyptian-American chemist

Professor Mostafa El-Sayed, of Georgia Institute of Technology, for his many

outstanding contributions, among which using gold nanorods in cancer tumor

treatment was the most recent.

More recently, in 1856, Michael Faraday (1791–1867) independently pre-

pared colloidal gold, which he called ‘‘divided state of gold’’. Faraday’s samples

are still preserved in the Royal Institution. In addition, in 1890, the work of the

German bacteriologist Robert Koch (1843–1910) showed that gold compounds

inhibit the growth of bacteria. He was awarded the Nobel Prize for Medicine in

Figure 1.4 Lycurgus Cup (British Museum; AD fourth century). This Roman cup is
made of ruby glass. When viewed in reflected light, for example in day-
light, it appears green. However, when a light is shone into the cup and
transmitted through the glass it appears red. (Reproduced with kind
permission from Leonhardt, ref. 17. Copyright Nature Publishing Group,
2007.)
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1905. Figure 1.6 shows these scholars who pioneered the preparation and

medical applications of gold nanoparticles.

1.3.6 Why did it Take us so Long to Realize the Importance of

Nanotechnology?

The development and progress of any technology is a matter of probability.

Three main ingredients have to exist: a vision or a theory, characterization and

diagnostic techniques, and a material system, or in other words, building blocks

for experimental verification. In addition, economic, societal, and political

Figure 1.5 Typical wavy patterns on the surface of a Damascus saber. The structure
was found to be due to carbon nanotubes in the saber alloy. (Reproduced
with kind permission from Levin et al., ref. 19. Copyright Wiley-VCH,
2005.)

(a) (b)

Figure 1.6 The two scholars who pioneered the preparation of gold nanoparticles and
their medical applications: (a) Michael Faraday and (b) Robert Koch.
(Photos courtesy of the Nobel Foundation.)
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environments have to be suitable to enable the synergy of the three main

ingredients into one successful and sustainable endeavor. If we consider

nanotechnology, Feynman’s vision was born as a natural consequence of the

successful theoretical physics developments in quantum mechanics during the

1930s. The vision was most probably delayed by a decade because of World

War II. Feynman’s vision, however, had to wait till the 1980s for the discovery

of the scanning tunneling microscope in 1981 and the fullerene building blocks

in 1985 for the triad to be complete. On one hand, scanning tunneling micro-

scopy was the tool that allowed the required resolution and the manipulation

capability of single atoms and molecules. On the other hand, fullerene dis-

covery opened the door for the production and investigation of suitable

material building blocks. Figure 1.7 shows the two scholars and Nobel

Laureates Gerd Binnig and Heinrich Rohrer who invented the scanning tun-

neling microscope (STM), and Figure 1.8 shows the three scholars and Nobel

(a) (b)

Figure 1.7 The two scholars and Nobel Laureates (a) Gerd Binnig and (b) Heinrich
Rohrer who invented the scanning tunneling microscope (STM). (Photos
courtesy of the Nobel Foundation.)

(a) (b) (c)

Figure 1.8 The three scholars and Nobel Laureates (a) Curl, (b) Smalley, and (c)
Kroto who first discovered and isolated C60 fullerene molecules. (Photos
courtesy of the Nobel Foundation.)
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Laureates – Curl, Smalley, and Kroto – who first discovered fullerene

molecules.

Before we proceed to our scientific discussions and equations, a crucial point

has to be made very clear. While nanotechnology will definitely play a major

role in the future of human civilization, no one should suffer the illusion that

nanotechnology will provide solutions for all human-kind problems. It is

unfortunate that some people in the scientific field, for different reasons, por-

trayed nanotechnology as capable of making every human on planet earth

younger, more beautiful, and richer than what they currently are! In fact, as

much as nanotechnology will provide solutions for our challenges, it will also

impose new challenges on us. We will identify and discuss some of these

challenges at the end of this book. Other challenges cannot be even predicted at

the present.

1.4 Back to the Science

Nowadays, 50 years after Feynman’s announcement of his vision, we know that

it is not merely obeying the quantum mechanical laws that makes materials

behave differently in small and large systems but also the system size depen-

dence of the nature and relative importance of forces controlling the system.

We now know that as the system size becomes smaller and smaller, gravita-

tional forces, a major player in large systems, start to lose their control on the

system and other forces, such as surface tension, van der Waals, and entropic or

depletion forces, start to take control. The terms small and large or nano and

bulk have been mentioned frequently so far in this chapter. It might be a good

idea to start our discussion of nanotechnology by defining and differentiating

between these important terms.

1.5 Large Systems and Small Systems Limits

It is well known that thermodynamics and statistical mechanics, our principal

theoretical tools for understanding the physics and behavior of material sys-

tems, are mainly based on the assumption that the system under consideration

is infinitely large and, therefore, the system is essentially uniform at equilibrium

even if it has multiple phases. Uniformity in this context is the uniformity of

thermodynamic functions in the system. Thermodynamic functions of common

interest include pressure (p), temperature (T ), chemical potential (m), internal

energy (U), and free energy (F ).

If the uniformity, of thermodynamic functions, condition is not met then,

regardless of the actual physical dimension of the system or its number of

molecules, the system can no longer be considered a large system and has to be

dealt with as a small system for which classical definitions of the aforemen-

tioned thermodynamic functions are no longer valid.

For small thermodynamic systems the quasi-thermodynamic assumption,22

sometimes called the point thermodynamic approximation,23 assumes that it is
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possible to define unique and useful thermodynamic functions for the system at

a point (r). This led to the definition of local thermodynamic functions at any

point (r) in the system for the three fields:24,25 local pressure p(r), local tem-

perature T(r), and local chemical potential m(r), as well as for the three den-

sities: local number density r(r), local energy density f(r), and local free energy

density c(r). Note that the density functions can be defined by describing,

around point (r), a small volume (dV) that contains a number of molecules

(dN), and has an internal energy (dU), and free energy (dF ) as follows:

rðrÞ ¼ lim
dV!0

dN

dV

� �

ð1:1Þ

fðrÞ ¼ lim
dV!0

dU

dV

� �

ð1:2Þ

cðrÞ ¼ lim
dV!0

dF

dV

� �

ð1:3Þ

In addition, the local temperature T(r) can be defined by knowing the

translation kinetic energy (dK) of molecules within the system as:

3k

2
TðrÞ ¼ lim

dV!0

hdNi

hdVi

� �

ð1:4Þ

It is also important to realize that the local chemical potential m(r) is taken as

the chemical potential (m) of the homogeneous material with a density equal to

the local density at point (r) and at the same temperature (T ), i.e.:

mðrÞ ¼ m½rðrÞ;TðrÞ� ð1:5Þ

According to the potential distribution theorem by Widom,26 the local

chemical potential [Equation (1.5)] can be determined by an exact solution as

follows:

mðrÞ

kT
¼ ln½LrðrÞ� � ln exp

uðrÞ

kT

� �� �

ð1:6Þ

where, L is the de Broglie wavelength. The average in Equation (1.6) can be

determined by a particle insertion method that is very well explained by

Widom.26–28 While Equation (1.6) is considered to be exact, well-defined, and

computable, recent studies raised questions regarding the ability to define local

temperature on the nanoscale. With advances enabling temperature measure-

ment on the nanoscale with what was referred to as a ‘‘nanothermometer’’,29

theoretical studies addressed the fundamental question of how meaningfully

temperature can be defined on the nanoscale. Special attention was given to the

smallest system size for which local temperature can be said to exist and can be

defined.30 Fundamental issues regarding the definition of local temperature on

such a small scale, and the agreement between theory and experiments, are still

to be resolved.31

12 Chapter 1



To this end, we know that a thermodynamically homogeneous system is

large and its physics can be described by classical thermodynamics and statis-

tical mechanics. Equations of state can be developed for such a system; hence,

its physical behavior can be predicted. A thermodynamically inhomogeneous

system, however, has to be treated as a small system and local thermodynamic

functions have to be determined for such a system to enable an accurate

description of its physics. This raises a question regarding how determinable

local thermodynamic functions are and the scale limit, if any, at which such

functions become accurately indeterminable.

Let us consider the case of the local energy density function f(r) defined in

Equation (1.2). We realized that the energy of a small sample of matter (dU )

indeed depends on interactions between pairs of chemical species within the

system volume (dV ). The system energy also depends on interactions with

groups of such species that are not within the system volume (dV). Therefore,

there is no unique way of determining how much of the interaction energy with

groups outside the system should be ascribed to (dV ). Hence, f(r) cannot be

uniquely determined. Another good example to consider is the local number

density r(r) function defined in Equation (1.1). While determining the number of

species dN within a volume element dV seems to be a straightforward issue,

hence, r(r) is usually considered a one-body function that is always well-defined,

we realize that under certain circumstances, especially when dV is very small,

thermal fluctuations effects would make r(r) uniquely indeterminable.32

Returning to the f(r) example just discussed, let us consider two cases to

elucidate the effect of system size (dV ) on its thermodynamic treatment. First,

consider the simple case in which the strength of interactions within the system

is on the same order as that with species outside the system. Here, the physical

size (dV) of the system clearly plays a crucial role in determining the relative

contribution of interactions with species outside the system volume to the

system energy (dU ). It could be straightforward to realize that as the system

volume increases, the outside interactions relative contribution to the system

energy is less relevant. Therefore, the effect of such interactions on the ability to

accurately determine the system energy (dU ) will diminish as the system phy-

sical size increases. This simple case highlights the point that even thermo-

dynamics of small systems has its own limits of applicability that depend on the

system physical dimensions and raises a serious persistent question regarding

such limits.

Now, let us consider the more realistic case in which the outside interactions

are substantially stronger than the within the system interactions. This could be

due to an external field affecting the system of consideration or due to inho-

mogeneity in the system resulting from an interface or a membrane for

example. This case, unfortunately, represents most of the nanostructured sys-

tems that we could encounter and, hence, is essential to the field of nano-

technology. In such a case, the physical dimensions of the system (dV) play a

much less significant role in determining the relative contributions to the sys-

tem’s energy (dU ). The system physical dimensions can be significantly large,

and still its local thermodynamic functions cannot be uniquely determined;
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hence, its physics cannot be accurately predicted. This, not so simple case,

highlights the point that physical dimensions of a system can be irrelevant to its

thermodynamic behavior, and again raises the same crucial persistent question

regarding limits of applicability. It is important to note that here we used the

f(r) function as an example. The same argument applies to other local thermo-

dynamic field and intensity functions mentioned above. To this end, our pre-

vious discussion imposes one important question regarding the extent to which

the local thermodynamic functions in a small system in equilibrium can be

uniquely defined. The answer to this question is crucial if the physics of

inhomogeneous or small systems is to be accurately predicted.

1.6 Scales of Inhomogeneity

It has been shown that the capability of uniquely defining local thermodynamic

functions for fields and densities in a thermodynamically small system depends

on the scale of inhomogeneity in the system. Several characteristic scales have

been identified and discussed in the literature.33

1.6.1 Thermal Gravitational Scale

Since all systems of interest on planet earth are under the effect of its grav-

itational field, it is important to realize the restriction such a gravitational field

might impose on the use of classical thermodynamic. For a one-phase system,

the characteristic length associated with the thermal effect of a gravitational

field (lg) is given by:

lg ¼
kT

mg
ð1:7Þ

where m is the molecular mass and g is the gravitational field.

For nitrogen gas (N2), the main constituent of the earth’s atmosphere, the

gravitational characteristic length is about 9000m. This means that for earth

atmosphere and within 9000m above sea level, local thermodynamic potentials,

such as pressure and chemical potentials, can be defined and will be functions

only of local temperature and density:

pðrÞ ¼ p½TðrÞ; rðrÞ�; and mðrÞ ¼ m½TðrÞ;rðrÞ� ð1:8Þ

1.6.2 Capillary Length

If we consider a two-phase system, a liquid and a gas, in equilibrium under a

gravitational field, the liquid phase will be at the bottom and the vapor will be

above it with an interface in between. Owing to thermal fluctuations, the

interface will instantaneously depart from planarity, creating what is referred to

as capillary waves. The characteristics of these capillary waves substantially

depend on the system size and the strength of the gravitational field. The
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characteristic length that governs the propagation of the capillary waves is

known as the capillary length (lc) and is defined as:25

l2c ¼
2s

gðr1 � rgÞ
ð1:9Þ

where rl, and rg are the (mass) density of the liquid and gas phases, respec-

tively, and s is the liquid surface tension. Capillary length is typically in the

range of 10�3m. For the water–air interface at 0 1C in earth gravitational field,

it is 3.93mm. Water surface waves with wavelength much larger than the

capillary length (e.g., sea waves) will be completely governed by gravity. As

the wavelength, however, becomes comparable to the capillary length, the

surface tension of the liquid starts to play more significant role.

Considering liquid–gas interfaces with a radius of curvature (R) (as in the

case of a liquid droplet), if R is comparable with lc, then both gravity and

surface tension are important to consider when assessing the liquid droplet

physical behavior. If, however, the liquid droplet is very small compared with

lc, then surface tension effects are dominant and gravity effects can be ignored

in the thermodynamic treatment of the system.

Several investigations have addressed the uncertainty in defining local

thermodynamic functions applicable for spherical liquid droplets with a radius

of curvature (R) smaller than the capillary length.32,34,35 The work, however,

could be essentially reduced to the purely mechanical solution that was

obtained by Laplace based on mechanical arguments, and does not directly

enable the definition of local thermodynamic functions for such a system.

1.6.3 Tolman Length

Another interesting point to consider is the applicability of Laplace’s equation

in situations where the droplet or bubble radius is in the nanoscale. This is a

point that should be of extreme interest in the field of nano-fluids. According to

Laplace’s equation, the excess pressure inside a liquid droplet or a bubble

(Dp¼ p1– pg) can be expressed as:

Dp ¼ p1 � pg ¼
2s

R
ð1:10Þ

Tolman,36 however, showed that the surface tension (s) decreases with

decreasing the droplet radius over a wide range of circumstances and that it can

be expressed as:

sR ¼ sN 1�
2d

R
þ � � �

� �

ð1:11Þ

where, sR is the tension of a surface of a radius R, and sN is the tension of a

planar surface. Here, d is the Tolman length. Importantly, in Equation (1.11),
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the Tolman length is defined as a coefficient in an expansion in 1/R and,

therefore, is not a function of R. In the literature,37 other definitions of the

Tolman length have been given in which it is defined as a function of R to

account for deviations from the planar limit to all orders in 1/R. Such definition

was expressed as:

d ¼ Re � R ð1:12Þ

where Re is the equimolar radius of the liquid droplet.iii

Defined as a coefficient in an expansion in 1/Re, the Tolman equation can

yield an expression for the excess pressure inside a liquid droplet (Dp) as:

Dp ¼
2s

Re

1�
2d

Re

þ � � �

� �

ð1:13Þ

with the first term being the same as Laplace’s equation.

The Tolman length has received considerable theoretical attention. However,

some issues still remain completely unresolved.38 While there is some agreement

in the literature that it is not a sharp dependent of temperature, a huge con-

troversy regarding its value exists. It has been shown more recently that the

value of Tolman length sensitively depends on the interaction potentials in the

liquid.39 The discrepancy in its sign and its dependence on the interaction

potential is still not understood. The most widely accepted value for the

Tolman length ranges between 1 nm and a fraction of a nanometer. The

important point to realize here, however, is that the surface tension, as a

physical property of a liquid, cannot be uniquely defined as the droplet radius is

on the order of Tolman length. This is a very clear example of the effect of

entering the nanodomain on our understanding of materials behavior. A simple

physical property, such as surface tension, first investigated by Leonardo da

Vinci in the early fifteenth century and officially introduced by J. A. Segner in

1751, becomes completely unexplored and un-understood once the system size

becomes on the order of Tolman length, i.e., 1 nm or less.

1.6.4 Line Tension (s) and the (s/r) Ratio

Another important area of nanotechnology covers self-assembly and formation

of molecular monolayer films known as Langmuir–Blodgett films. The tech-

nique depends on the spreading of a substance, usually a polymer or nano-

particles in a solvent, on the surface of water to form a continuous ultra-thin

film. Depending on the nature of spread solution, it may spread and form the

desired film or may not spread and form a set of liquid lenses on the surface

of the water. Thermodynamic investigation of the spreading (wetting) and

non-spreading (non-wetting) regimes revealed another important scale of

iiiFor elaborated discussion, the reader is referred to ref. 37
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inhomogeneity that is crucial for such a process. This length scale is the line

tension (t) to the surface tension (s) ratio. Let us further clarify this point.

If three phases, a, b, and g (in our case these three phases would be the water

substrate, the spread solution, and air), meet at three surfaces, and if the three

surfaces meet at a line, then the free energy (F) of such a system can be

expressed as:23

F ¼ Vaca þ Vbcb þ Vgcg þ Aabsab þ Aagsag þ Agbsgb þ Labgtabg ð1:14Þ

where V denotes the phase volume measured to the equimolar dividing surface,

A denotes the contact area between the phases, L is the length of the three

phases contact line, and tabg is the line tension. Notably, unlike the surface

tension which is always positive, the line tension can be positive or negative.

The ratio (t/s) is very important for the physics of small systems. For soap

solutions, for example, this ratio is on the order of 20 nm. Hence, clearly, for

droplets or bubbles with dimensions between 1mm and 1 mm the physics of the

system is mainly determined by surface tension and can be handled by ignoring

both gravity and line tension. However, if the system dimensions are on the

order of the (t/s) ration (20 nm or less) the effect of line tension cannot be

disregarded and has to be accounted for in any attempt to understand

the behavior of the system.

Another important length scale to consider, especially while dealing with

nanoparticles, is the surface tension (s, in Jm�2) to the bulk energy density (f,

in Jm�3) ratio (s/f). Such a ratio has a length scale usually in the nanometer

range, or less, depending on the nature of the material. For example, the ratio

for argon at its boiling point is in the range of 0.5 nm. The ratio for water at

25 1C drops down to about 0.3 Å.

Talking about line contributions, we can still consider the case where mul-

tiple lines (usually three as in the triple point in foams) of phase contacts meet

in a point. This can hardly be considered tension; however, it contributes to the

system’s free energy independent of the system size.23

1.6.5 Correlation Length (n)

In any system, regardless of its physical size, fluctuations in one region of the

system can influence other regions in the system. In such a situation, the two

regions of the system are said to be correlated. The correlation length (x) is the

distance or the range over which different regions, or points, in the system can be

correlated. This means that if two points in the system are separated by a dis-

tance equal to or smaller that the system’s correlation length then these two

points will influence each other and any fluctuations or changes in one point will

be felt by the other. However, if the two points are separated by a distance that

is larger than the system’s correlation distance, then the two points will not feel

each other and each of them will behave as if the other does not exist. As we said

before, point correlations in systems do exist regardless of the size of system. For
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example, correlations among the planets in our own and other solar systems do

affect the planets trajectories, with a gravitational correlation length on the

order of a fewmillion miles. Tidal phenomenon on our planet is a direct result of

the correlation between Earth and its moon. Correlations in the distribution of

galaxies were also found to provide some important clues regarding the struc-

ture and evolution of the Universe on scales larger than individual galaxies.40

In a material system, however, correlation length, or molecular interaction

range, is typically considered to be on the order of 1 nm. Recent studies,

however, showed that correlation length in certain systems can extend in the

range 7–10 nm.41,42 The correlation length (x) in materials was also found to

depend on the temperature (T ) and to diverge at the system’s critical point (Tc).

Mathematically, it can be expressed as:

xBjtj�v
and t ¼

T � Tc

T
ð1:15Þ

where v is known as a critical exponent.

Divergence of the correlation length at the critical point means that the

correlation length becomes very large. Therefore, molecules very far apart

become correlated, and the system’s physical behavior, regardless of the system

size, becomes completely different from what we are accustomed to. A few

centuries age, and still in some cultures, this natural phenomenon would have

been interpreted as a miracle, at best, or the act of evil spirits, at worst!

Nowadays, we should realize that this is nanophysics in action.

Away from the critical point, where the correlation length extends to reach

the physical dimension of a system, if we reduce the physical dimensions of a

system to match its correlation length, then the same phenomenon can be

observed. For a system in such a state, thermodynamic local functions cannot

be uniquely defined. Hence, the system behavior cannot be mathematically

expressed based on statistical mechanics principals or predicted.

Before we move onto the next point, a crucial issue needs to be emphasized.

Let us consider a well-understood phenomenon such as capillarity, which was

first investigated by Leonardo Da Vinci in the early fifteenth century and also

was the subject of Einstein’s first real paper in 1901.43 The height (h) of a liquid

column inside a tube of radius (r) is well known to depend on the liquid surface

tension (g), density (r), and its contact angle with the tube walls (y). It can be

mathematically expressed as:

hE
2g cos y

rgr
ð1:16Þ

For water in a glass tube at ambient conditions, Equation (1.16) can be

reduced to:

hE
14� 10�6

r
m ð1:17Þ
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where r is in meters. Hence, if the tube internal diameter is in the meter range, h

will be in the micrometer range, and the phenomenon is hardly observed. Once

the tube internal diameter is reduced into the millimeter range, h will be in the

centimeter range, and the phenomenon becomes very observable. In this case,

the system size enables surface tension effects to override gravitational effects

and to dominate the physical behavior of the system. The question may arise as

what if the tube internal diameter becomes in the nanometer range? Equation

(1.17) would predict that h in this case should be about 14 km! This, in fact, is

not true since once the system is confined to a size on the order of its correlation

length (x), the correlation between water molecules and the silica molecules in

the tube walls will take over and the a new set of equations, that still has not

been developed, is needed to predict the system’s physical behavior. Recent

experimental investigations revealed unfamiliar physical phenomena and

violation of established laws by water confined to nanometer-size pores.44,45

To this end, we have seen that our current understanding and ability to

predict the physics of materials systems is based upon our ability to formulate

thermodynamic equations of state for such systems. We have also discussed the

fact that once thermodynamic inhomogeneity exists in a system at certain

length scales, the system has to be treated as a thermodynamic small system

that requires the definition of local thermodynamic functions. Most impor-

tantly, we have discussed different scales of inhomogeneity at which local

thermodynamic functions cannot be uniquely defined. We have also shown that

the physics of a system depends on where the system size lies in respect to these

characteristic length scales. We find that:

xBs=fBdBt=sB1 nm ð1:18Þ

Once the system physical size is on the order of its correlation length,

the system is thermodynamically small, or in other words, the system is

nanostructured.

Interestingly, the correlation length in the Universe is on the order of mil-

lions of light years, which makes the Universe a nanostructured system! A

nanosystem is not necessarily small after all.

1.7 Thermodynamics of Small Systems

As discussed above, our only theoretical tools to understand the physics of

matter, i.e., thermodynamics and statistical mechanics, are derived for large, or

macroscopic, systems, and are very limited once the system size approaches one

of the aforementioned scales of inhomogeneity. This point is not new and was

very well recognized and tackled by Terrell L. Hill, in 1962. Hill is considered

the father of the thermodynamics of small systems. He was the first to point out

the difference in thermodynamic treatment between large systems, where the

number of molecules in the system tend to infinity (N-N), and small systems,

where the number of molecules is limited.46 The material system that caught his
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attention in the early 1960s was colloidal particles and latter in the late 1960s he

applied his treatment to biological systems.47 Hill’s aim of the proposed ther-

modynamic treatment was to extend the range of validity of classical thermo-

dynamic definitions and interrelations into ‘‘nonmacroscopic systems’’.46,48

Notably, the ‘‘nonmacroscopic systems’’ term used in the early 1960s is what we

refer to as ‘‘nanosystems’’ nowadays. Another interesting point to realize is that

Feynman’s invitation to explore small systems announced in his famous lecture

in December 1959 was already recognized, most probably independently, by

Hill who submitted his first thermodynamic treatment of small systems in

January 1962.

In his treatment of thermodynamic small system, Hill proposed to utilize

‘‘correction terms’’ to account for interactions that cannot be ignored as the

system size hits the ‘‘small’’ boundaries. By this, Hill showed that thermo-

dynamic equations can be generalized so that they will be valid for small

systems.

To explain, let us consider a large one-component system. The Gibbs free

energy (G) of such a system can be expressed as:

G ¼ Nf ð p;TÞ ð1:19Þ

where N is the number of particles (molecules) in the system, and f is a function

of pressure (p) and temperature (T) only. The chemical potential (m) of the

molecules in such a system can be expressed as:

m ¼
@G

@N

� �

p;T

ð1:20Þ

In the large thermodynamic system limit where N-N, the system free

energy G-Nf, and hence the chemical potential m-f ( p,T), or, in other words,

becomes a function of pressure and temperature only. Now, if the system is

small enough, Hill proposed the addition of correction terms to the original

thermodynamic expression to ensure its validity. For example, the expression

for Gibbs free energy should include such correction terms as:

G ¼ Nf ð p;TÞ þ að p;TÞN
2
3 þ bðTÞ lnN þ cð p;TÞ ð1:21Þ

where a, b, and c are functions of pressure and temperature.

Here, Hill added the correction terms N2/3 to account for surface effects that

are known to contribute to the free energy of the system on that order, ln N to

account for phonon confinement effects, and a size independent term (c) to

account for point contributions as mentioned in Section 1.6.3. He also pointed

out that if line (or second-order surface) contributions to the free energy of the

system were to be accounted for, a new term of order N1/3 should also be

included. In addition, if surface contributions to the free energy of a two-

dimensional system (a single graphene sheet is a system of current interest, for
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example) were to be considered, a correction term of the order N1/2 should also

be included. Hence, Equation (1.21) can be generally written with as many

correction terms as needed to fully account for all possible contributions. For

example, an equation such as:

G ¼ Nf ð p;TÞ þ að p;TÞN
2
3 þ bðTÞN

2
3 þ cðTÞ lnN þ dð p;TÞ ð1:22Þ

is meant to account for volume, surface, line, phonon confinement, and point

contribution to the system.

Assuming that the f, a, b, c, and d functions are completely defined, and that

they are strictly functions of pressure and temperature only, Equation (1.22)

can be used to describe thermodynamic functions in physically small systems as

defined by a limited number of molecules (N ).

Another major point of Hill’s treatment of thermodynamics of small systems

is noting that while the effect of the system’s environment can be safely

neglected in thermodynamic treatment of a large system the same cannot be

done for a small system. The environment of a thermodynamic small system

plays a major role in its physical behavior and must be accounted for in any

thermodynamic treatment of the system.

Fluctuations are also a crucial point that need to be considered in thermo-

dynamic treatment of small systems. In a system containing N particles, fluc-

tuations are usually on the order of N�1/2. For a large system where N-N,

thermal fluctuations are negligible. However, for a small system of N in the

range of 100, e.g., a hundred-atom cluster, fluctuations are on the order of

10%, which cannot be neglected. As Hill pointed out, it is important to note

that the physics of small systems can be dominated by their fluctuations.

More recently, Hill commented on the relevance of his approach of ther-

modynamics treatment of small systems to nanosystems using the term nano-

thermodynamics,49 and also derived general equations for energy fluctuations in

small systems.50

1.8 Configurational Entropy of Small Systems

For large systems that would mix ideally at a certain temperature and pressure,

the driving force for mixing is the configurational entropy. This is a well-known

natural phenomenon that takes place in solids (copper and gold), liquids (water

and methanol), and gas (oxygen and nitrogen) bulk systems. In such cases, the

two components in the system, as we all know and expect, would mix to

maximize the system’s configuration entropy, hence reaching the state of

equilibrium as we observe it. The interesting question would be ‘‘would these

components mix in a small system configuration as they do in a large system

configuration?’’ It is widely known that, based on statistical mechanics con-

cepts, the state of equilibrium for a system is the most probable state of the

system. Configurational states of a system are just the different configurations

the system can assume. In other words, these are the different ways the system

21Nanotechnology, the Technology of Small Thermodynamic Systems



can arrange its components while maintaining equilibrium (as defined by the

minimum free energy state) under the effect of constant, temperature, pressure,

and other thermodynamic fields. To address our question, let us consider the

simplest case possible for mixing as controlled by configurational entropy. A

system of four atoms of a component (a) and four atoms of a component (b)

with an interface as shown in Figure 1.9. The number of ways (O) such eight

atoms can be distributed among the available eight spatial positions can be

calculated according to:

O ¼
N!

Na!Nb!
ð1:23Þ

where Na, and Nb are the number of a and b species, respectively, and

N¼Na,+Nb, is the total number of atoms or molecules in the system, which is

eight in our case.

The first configuration of the system to consider is the configuration where

the atoms are not mixing and each species is isolated on one side of the

interface. In this case the four a atoms are on one side and the four b atoms are

on the other side of the interface. The number of ways the system can assume

Ω4:0 ≡ Ω0:4 = 1

Ω3:1 ≡ Ω1:3 = 16

Ω2:2 ≡ Ω2:2 = 36

Figure 1.9 Representation of two small systems in contact.
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this configuration is clearly 1. We will express this as O4:0¼ 1. If one of the a

species crosses the interface – note that this will require that one of the b species

also crosses the interface in the opposite direction – it can be shown that this

partial mixing situation configuration of the system can be assumed by 16

different ways, and hence, O3:1¼ 16. Now let us consider the case when two of

the a species cross the interface to generate the total mixing situation where the

composition will be homogeneous across the system. In this case, the number of

spatial distribution of the atoms among available spatial configurations is 36,

so O2:2¼ 36. Similar calculations can be reached for the remaining two con-

figurations O1:3 and O0:4.

Now let us address the equilibrium state issue, which of the aforementioned

five configurations would be the most probable configuration that the system

would assume? Well, the total number of ways the system can distribute its

eight constituents among the available eight spatial positions turned out to be

1+16+36+16+1¼ 70 [see also Equation (1.23)]. This means that the prob-

ability of the five different configurations we discussed should be 1/70, 16/70,

36/70, 16/70, and 1/70, respectively. This indicates that the two unmixed con-

figurations would have a probability of 1.4% each, the two partially mixed

configurations would have a probability of 22.8% each, and the totally mixed

configuration would have a probability of 51%. The totally mixed situation in

this case is the most probable state of the system. However, it is not the only

possible state of the system. Clearly, from our example, a system made of only

eight atoms would spend only 51% of its time in the totally mixed state and the

other 49% of its time will be in the partially or unmixed states.

If the system is large in size (N-N) the most probable state becomes the only

possible state. Hence, the system would spend 100% of its time in such a state,

which we refer to as the state of equilibrium. This is why if we lay a typical

object (N is on the order of 1023) on the table, the object stays there as long as

no other external field causes it to move. It remains in its only possible state.

For a small system, however, with a limited number of atoms, equilibrium is

truly the most probable but not the only possible state. Other non-equilibrium

states are possible too and, hence, it is possible, according to statistical

mechanics principles, that a theoretical molecular assembly made of limited

numbers of molecules, such as the one shown in Figure 1.10, would suddenly

reverse its rotation direction or separate and assume a different configuration.

This by no means should mislead the reader into believing that molecular

assemblies are not thermodynamically possible or stable. Nature has been

designing and utilizing very successful and efficient molecular machinery for

millennia. Bacteria and green plants run the nano-machinery that makes life

possible using the very same clean, sustainable, and readily available source of

power that we are still trying to harness – sunlight. Other forms of natural

molecular machines utilize other forms of energy to function. Humans are a

good example for fuel diversity. Several studies and reviews have described the

concept and first principles of designing molecular machines or nano-machines

similar to those perfected by nature.51–61 Our previous discussion was meant to

indicate that designing and utilizing nanostructured systems referred to as
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molecular machinery necessitates a deep consideration, appreciation, and

understanding of the thermodynamic of such small systems. The subject of

nanosystems is too sophisticated to be considered from a single discipline

viewpoint. The new frontier of nanotechnology is interdisciplinary in nature

and any advances in such a field require collaboration and deep appreciation of

physics, chemistry, materials science, biology, in addition to several different

disciplines of engineering. It is crucial to realize that nature in its 3.5 billion year

quest to design efficient molecular machinery has designed molecular machines

capable of harnessing Gibbs free energy changes and transforming such

changes into any of the other forms of energy, including mechanical work.

Different nano-machines designed by nature can harness changes in the Gibbs

free energy of the system resulting from changes in any of the thermodynamic

potentials affecting the system. These include changes in mechanical force or

pressures, changes in length or volume, changes in temperature, changes in

chemical potential or numbers of a chemical species, changes in the oxidative

state or numbers of electrons of chemical moieties, changes due to the

absorption of electromagnetic radiation, or even changes in the extent of spatial

order (the entropy) of the system. Figure 1.11 demonstrates all possible

(observed and supposed) energy conversions that living organisms (molecular

machines based upon protein molecules) can perform. Bold arrows indicate the

energy conversions that have been observed.61

It is interesting to realize that natural polymer molecules (in the form of

proteins) are not the only moieties capable of assembling molecular machines.

Figure 1.10 The MarkIII(k), a nanoscale planetary gear designed by K. Eric Drexler.
A planetary gear couples an input shaft via a sun gear to an output shaft
through a set of planet gears (attached to the output shaft by a planet
carrier). The planet gears roll between the sun gear and a ring gear on the
inner surface of a casing. This and other molecular assemblies are avail-
able on the World Wide Web at http://www.nanoengineer-1.com/content/
index.php?option¼ com_content&task¼ view&id¼ 40&Itemid ¼ 50.
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Certain manmade polymers55 and other smaller molecules62 can be utilized as

well. With so many energy conversion possibilities, tremendous number of

building blocks, and a deep understanding of the physics of small systems,

nanotechnology can definitely benefit humankind if wisely utilized.

To summarize our discussions in previous sections, it is clear that thermo-

dynamic functions and equations of state as based upon fundamentals of sta-

tistical mechanics are our most powerful and only tool to understand and be

able to predict the physics of matter. Such tools, however, have limits of

applicability once certain length scales of inhomogeneity are approached. As

discussed earlier, such length scales can be approached regardless of the phy-

sical size of the system. Once such boundaries of inhomogeneity length scales

are approached, the system becomes a nanostructured system. In nano-

structured systems, forces that usually have negligible effects on the physics

of the system become dominant and, basically, control the system’s behav-

ior, leading to the observation of new, and unusual, physical phenomena.

In addition, we briefly discussed the principles and basic concepts of

Figure 1.11 The (observed and possible) energy conversions that living organisms
(molecular machines based upon protein molecules) can perform. Bold
arrows indicate the energy conversions that have been observed.
(Reproduced with kind permission from D. Urry, ref. 61. Copyright
VCH, 1993.)
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nano-machines. The important message to remember here is that nano-

machines, as a product of nanotechnology, are not about making miniature

versions of our machines based on the same concepts of design we currently

utilize. In fact, nano-machines should be based upon concepts utilized by

nature, the same thermodynamic concepts determining the behavior of small

systems. The following section gives several examples to demonstrate different

physical phenomena observed for typical material systems once they approach

the nano-domain.

1.9 Nanophenomena

Several phenomena have been recently observed that can be attributed to the

behavior of matter in the nanodomain. In this section we mention some of such

very interesting phenomena and their immediate impact on the development of

our technology.

1.9.1 Optical Phenomena

We mentioned before how nature utilized nanostructure in butterflies wings

and opal stones to develop amazing colors. In addition, gold nanoparticle

solutions have been shown to yield different colors depending upon the gold

particle size and shape.63–65 Figure 1.12 shows solutions of nano-gold particles

of different sizes in water. Interestingly, for gold particles of 2 nm size (far left)

the particle size is too small to affect the light interaction with the solution,

resulting in a solution with optical properties similar to those of water. As the

gold particles increase in size, their interaction with the light becomes sig-

nificant, causing the observed different colors of the solution. It is widely

Figure 1.12 Monodispersed gold nanoparticles of different sizes (2–200 nm) in water.
Note the different colors due to different light interactions, which are
dominated by particle size. (Courtesy of Ted Pella, Inc., available on the
World Wide Web at http://www.tedpella.com/gold_html/goldsols.htm.)
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known that light interaction with the solutions in this case is strongly affected

by the electronic structure of the solution. Figure 1.12 is a good example of

particle size effect on electronic structure as revealed by its interaction with

light.

Such an optical nanophenomenon is not limited to metallic particles.

Semiconducting nanoparticles (sometimes referred to as quantum dots) also

show very interesting dependence of their electronic structure on the particle

size, as reflected by their interaction with visible light and electromagnetic

radiation in general.66–71 Figure 1.13 shows nanoparticles of cadmium selenide

(CdSe) of different sizes in solution observed under radiation with visible light

(bottom) as well as dark light (ultraviolet radiation) (top). Clearly, from the

photo, the size of the quantum dot affects its electronic structure as reflected by

the different solution colors. More interestingly, as shown in the top photo,

irradiation with ultraviolet radiation (dark light) causes the solution to

irradiate different colors in the visible range. This is another interesting example

of an optical nanophenomenon with potential applications in solar energy

harvesting.72–76

It was also interesting to realize that not only particle size but also particle

shape affects its optical properties and controls the system absorption behavior.

It was found that gold nanorods interact differently with light based upon the

rod length to diameter (aspect) ratio. Depending upon their aspect ratio, gold

nanorods absorb light with a maximum located at different wavelengths in the

visible and the near-infrared spectra range. Figure 1.14 shows the maximum

Figure 1.13 Cadmium selenide (CdSe) quantum dots of different sizes observed in
visible light (bottom) as well as dark light (ultraviolet radiation) (top).
(Courtesy of the University of Wisconsin-Madison, Materials Research
Science and Engineering Center. Available on the World Wide Web at:
http://www.mrsec.wisc.edu/Edetc/background/quantum_dots/index.html.)

27Nanotechnology, the Technology of Small Thermodynamic Systems



absorption wavelength for gold nanorods of different aspect ratios.77 Notably,

gold nanospheres (denoted by an aspect ratio 1 in Figure 1.14) absorb light at a

different wavelength as well.

In addition, the maximum absorption wavelength was also shown to depend

on the orientation of the gold nanorods in respect to the polarization direction

of the light. The maximum wavelength of light absorption for light polarized

parallel to the nanorods axis (l8max) differs from that for a light polarized in a
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Figure 1.14 Absorption spectra for gold nanorods of different aspect ratios. Note the
shift in maximum absorption wavelength at the different aspect ratios
denoted at the top of each curve. Aspect ratio 1 denotes gold nano-
spheres. (Reproduced with kind permission from van der Zande et al.,
ref. 77. Copyright American Chemical Society, 1999.)
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direction normal (l>max) to the nanorods axis direction.78 The phenomenon was

related to a resonance effect in the particle surface plasmons activity, The

surface plasmon resonance (SPR) effect that, in turn, depends on the geometry

of the nanorods was found to control the position of a maximum in the optical

adsorption spectrum of such nanoparticles. Figure 1.15 shows the dependence

of the (l8max) on the aspect ratio of the gold nano-rods. It has been shown that

(l8max) strongly shifts linearly to longer wavelengths as the rod aspect ratio

increases while (l>max) shifts to lower wavelengths as the rod aspect ratio

increases, reaching a plateau for rods with an aspect ratio higher than five.78

Optical properties of nanospheres with core–shell structures have also been

investigated.65,79–85 Various types of nanoparticles with a core–shell structure

could be prepared using different methods. Figure 1.16 shows the different types

of nanoparticles with shell–core structures that have been produced and

investigated. They range from short molecules tethered to surface-modified core

particles (Figure 1.16a) to multi-shell (onion-like) structures (Figure 1.16e).

Different types of materials (i.e., metallic, dielectric, etc.) were also used to

make such nanoparticles. Interestingly, the optical absorption of these nano-

particles showed dependence on the relative dimensions of the core and shell as

well as the exact structure of the particle. It was reported that the observed

optical resonance and maximum absorption wavelength can be varied over

hundreds of nanometers in wavelength across the visible and into the infrared

region of the spectrum. The work of Halas et al.65,79–84 in this area pointed

out the crucial possibility of engineering such structures on the nanoscale

to produce a new class of matter with well-designed optical properties for

several applications. Figure 1.17(a) shows the theoretical calculations for the

resonance optical absorption spectra of a 60 nm silica core with gold shells of

different thicknesses. Figure 1.17(b) shows the calculated optical resonance

wavelength for the same nanoparticles.79 Intriguingly, the resonance wave-

length increases (shifts from the visible into the infrared spectral region) as the

shell thickness is reduced from 20 to 5 nm. Figure 1.18 shows the different

colors obtained from gold nanoshell particles with different shell–core relative

dimensions dispersed in water, in support of the theoretical calculation results

shown in Figure 1.17.

In addition, self-assembled nanoparticle monolayers exhibit optical

absorption spectra that not only depend on the properties of the individual

particles but also on their mutual interactions, as well as on their interaction

with their environment.86,87 With their optical properties depending on the

shape, size, composition, and their exact structure in addition to their inter-

action with each other and their environment, nanoparticles represent a very

fertile ground and a virtually unexplored frontier for future investigations.

Figure 1.19(a) shows a schematic drawing of a multilayer film assembled using

a layer-by-layer technique of silica-coated gold nanoparticles embedded in

cationic polyelectrolyte on a glass substrate (1¼ glass substrate, 2¼ cationic

polyelectrolyte, 3¼ nanoparticles), and (Figure 1.19b) photographs of trans-

mitted (top) and reflected (bottom) colors from the multilayer thin films with

varying silica shell thickness.
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1.9.2 Electronic Phenomena

It is very well known that electronic and optical properties of matter are very

well correlated. The previously mentioned unusual and versatile optical
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Figure 1.16 Variety of core–shell particles produced and investigated: (a) surface
decorated particles, (b) heavier surface decoration, forming a shell
around the core, (c) solid shell around a core, (d) quantum bubbles, and
(e) multilayered particles.
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phenomena observed for nanoparticles are simply the result of an unusual and

versatile electronic structure of such a new class of matter, or of such old matter

observed in a new domain. The electronic structure of small metal clusters has

been an active and fertile field of investigation for over two decades now.88–91

Figure 1.18 Photograph showing colors of gold nanoshell particles with different
shell thicknesses dispersed in water. Core : shell ratio decreases from left
to right. (Photo by C. Rodloff. Courtesy of Professor Halas’s group of
Rice University, USA.)

Figure 1.19 (Left) Schematic drawing of a multilayer film assembled using the layer-
by-layer technique of silica-coated gold nanoparticles embedded in
cationic polyelectrolyte on a glass substrate (1¼ glass substrate,
2¼ cationic polyelectrolyte, 3¼ nanoparticles). (Right) Photographs of
transmitted (top) and reflected (bottom) colors from the multilayer thin
films with varying silica shell thickness. (Reproduced with kind permis-
sion from L. Liz-Marzán, ref. 86. Copyright Elsevier 2004.)
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There has been good progress in understanding the nature of small metal

clusters and a realization that they cannot be simply treated as minute elements

of a block of a metal. This is based on research findings showing that the

conduction band present in a bulk metal will be absent and instead there would

be discrete states at the band edge.92 Figure 1.20 illustrates the electronic band

structure of metals in the bulk form and in the atomic form, passing through

the nanodomain.

Figure 1.20 Electronic structure of a metal as an atom, a particle, and in the bulk
state.
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Figure 1.21 Conduction gap observed in small clusters of gold (Au), palladium
(Pd), cadmium (Cd), and silver (Ag) as a function of cluster volume.
(Adapted with kind permission from Vinod et al., ref. 93. Copyright
Elsevier 1998.)
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The very well known conductive nature of bulk metals is no longer a given

fact as metals assume smaller and smaller clusters. Energy gaps in the electronic

structure of conductor clusters with a value dependent of the cluster size

becomes observable.93 Figure 1.21 shows the conduction gap observed in small

clusters of gold (Au), palladium (Pd), cadmium (Cd) and silver (Ag) as a

function of cluster volume. The energy bandgap for all tested metals increased

with the reduction of metal cluster volume.

The dependence of electronic structure, as reflected in the size of the energy

bandgap, on matter cluster size was not limited to metal clusters. In fact a

similar phenomenon was observed for semiconductor clusters as well.94–101 The

traditional band energy gap in semiconductors was also found to depend on the

cluster size. Figure 1.22 shows the energy bandgap for different semiconductors

as measured by the wavelength of the absorption threshold. It can be inferred

from the experimental results shown in Figure 1.22 that the energy bandgap

remains size independent till the cluster becomes smaller than a critical size,

below which the energy bandgap increases sharply. Such a critical size value

apparently depends on the energy gap in the bulk state of the semiconductor.

The smaller the bulk-state energy bandgap of the semiconductor the larger the

critical size of the cluster. It is also clear from the results that the smaller the

bulk state energy bandgap of the semiconductor is the more sensitive the size

dependence becomes as the semiconductor cluster becomes smaller than its

critical size.

Figure 1.22 Size-dependence of the wavelength of the absorption threshold in semi-
conductors. Values in parentheses represent the energy bandgap of the
semiconductor in the bulk state. (Reproduced with kind permission from
A. Henglein, ref. 99. Copyright American Chemical Society 1989).
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1.9.3 Thermal Phenomena

Given the very well known fact that thermal properties of matter are direct

functions of its thermodynamic behavior, it is not surprising that once matter is

in the nanodomain its thermal properties would become unusual. For example,

heat capacity as the first derivative of the thermodynamic function (enthalpy) is

expected to have a system size dependence based upon our previous discussions

of the thermodynamic behavior of small systems and how it becomes sensitive

to system size once that latter entered the nanodomain. In addition, a phe-

nomenon such as thermal conductivity that mainly depends on electronic and

phononic behavior of the system should be expected to exhibit anomalous

behavior in systems approaching or in the nanodomain. In fact, recent inves-

tigations have confirmed such expectations.31,102–110

Figure 1.23 (a) Measured thermal conductivity of different diameter Si nanowires. The
number beside each curve denotes the corresponding wire diameter.
(b) Low temperature experimental data on a logarithmic scale. Also shown
are T3, T2, and T1 curves for comparison. (Reproduced with kind permis-
sion from Li et al., ref. 107. Copyright American Institute of Physics 2003.)
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Recent theoretical studies have shown that as a solid enters the nanodomain its

thermodynamic constants, such as Debye temperature, and specific heat capacity,

are no longer constant but become size dependent. These quantities were also

shown to change with the system temperature and the nature of the chemical

bonds involved. While surface effects and quantum confinement explanations are

most appealing, the exact mechanisms of such intriguing phenomenon and the

correlation among these quantities, however, are still to be clarified. The fact that

matter on the nanometer scale can exist in one-dimensional forms such as

nanowires and nanotubes adds an appealing dimension to thermal transport in

this class of matter. For example, the thermal conductivity of individual single

crystalline intrinsic silicon nanowires with diameters of 22, 37, 56, and 115nm was

recently measured over a temperature range of 20–320 1K and was reported to be

more than two orders of magnitude lower than the bulk value.107 Figure 1.23(a)

shows the measured thermal conductivity for silicon nanowires of different dia-

meters, ranging between 22 and 115nm. The dependence of the thermal con-

ductivity of the nanowires on the wire diameter is very clear. Figure 1.23(b) shows

the logarithm of thermal conductivity of the same nanowires in the low tem-

perature range plotted against the logarithm of temperature. Interestingly, the

data show that the behavior of the large diameter nanowires fits the well-known

Debye T3 law quite well in this temperature range. However, for the smaller

diameter wires, 37 and 22nm, the power exponent decreases as the diameter

decreases and deviation from the Debye T3 law is clear.

Figure 1.24 Experimentally measured thermal conductivity of alumina nanofluids in
EG/H2O compared to predictions of theoretical models. (Reproduced
with kind permission from Timofeeva et al., ref 102. Copyright American
Institute of Physics 2009.)
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Another interesting nanophenomenon is the observed effect of alumina

nanoparticles on the thermal conductivity of fluids once suspended in them.

Experimental data obtained for alumina nanoparticles of different shapes in a

fluid consisting of equal volumes of ethylene glycol (EG) and water showed an

enhanced thermal conductivity.102 Figure 1.24 shows the measured enhance-

ment in fluid thermal conductivity as a function of nanoparticle concentration

for different nanoparticle shapes of alumina. Clearly, the experimental results

agree well with the predictions of developed theoretical models.111

1.9.4 Mechanical Phenomena

The mechanical behavior of small systems is another anomalous pheno-

menon that has attracted the attention of many researchers and is still

under investigation.112–118 For example, nanostructured metals showed an

Figure 1.25 Plots showing the trend of yield stress with grain size for different metals
as compared to the conventional Hall–Petch (H-P) response: (a) copper,
(b) iron, (c) nickel, and (d) titanium. (Reproduced with kind permission
from Meyers et al., ref. 116. Copyright Elsevier 2006.)
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interesting deviation from the historically accepted Hall–Petch relationship

expressed as:

sy ¼ so þ kd�
1
2 ð1:24Þ

where sy is the yield strength, so is the friction stress, k is a constant, and d

is the grain size. The deviation from such a relationship was first reported

by Chokshi et al.119 in 1989 for nanostructured copper. Such a phenome-

non has since been referred to as the inverse Hall–Petch effect and has been

reported for many other nanostructured metals with grain size ranging bet-

ween 1000 and 100 nm.116 Figure 1.25 shows experimental plots depicting

the trend of yield stress with grain size for different metals as compared to

the conventional Hall–Petch response: (a) copper, (b) iron, (c) nickel, and (d)

titanium.

In addition, while a reduction in grain size leads to an increase in ductility in

conventional metals, ductility was found to be small for systems with a grain

size less than 25 nm.120 Other anomalous behavior has been reported for

nanostructured materials regarding their creep, fatigue, as well as their strain

rate sensitivity.118
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CHAPTER 2

Raman Spectroscopy;
the Diagnostic Tool

2.1 Introduction

This chapter is devoted to Raman spectroscopy as a powerful investigating

tool. Raman theory, selection rules, and its dependence on species symmetry

will be covered. The ability of Raman spectroscopy to interrogate materials

systems on their molecular level and to measure crucial thermodynamic func-

tions (such as temperature and pressure) as well as to determine their structures

will be demonstrated.

In 1922, Chandrasekhara Venkata Raman (Figure 2.1), an Indian professor

of physics, at the University of Calcutta, working on light interaction with

liquids published the first of a series of papers with his collaborator K. S.

Krishnan. The first paper entitled ‘‘Molecular Diffraction of Light’’ ultimately

led to his famous discovery on 28 February 1928. A week earlier, two Russian

professors – G. S. Landsberg and L. I. Mandelstam – working at Moscow State

University on light interaction with crystals since 1926 reported, independently,

the same phenomenon. The observed phenomenon indicated that when light is

scattered by matter a small percentage of the scattered light will have a fre-

quency that is different from the frequency of the incident light. The observed

shift in the scattered frequency is the result of a combination between the

frequency of the incident light and the frequency of molecular motion of the

interacting material.

In Russian literature, the phenomenon is known as combinatorial scattering

of light. In the rest of the world, the phenomenon is known as the Raman effect.

C. V. Raman received the Nobel Prize in Physics in 1930. Seventy years after its

discovery, in 1998, the Raman effect was designated by the American Chemical

Society as a National Historical Landmark in recognition of its significance as a

tool for analyzing materials systems.
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2.2 Raman Phenomenon

The Raman effect, or phenomenon, can be defined as an inelastic scattering of

light by matter. When a monochromatic light is scattered by matter, two types

of interaction take place and result into two distinctive types of scattered light.

One type of interaction does not involve energy transfer or exchange between

the incident light photon and the molecules, or atoms, of matter. Hence, the

scattered photon will have the same energy, or frequency, as the incident light.

This type of scattering is elastic in nature and referred to as Rayleigh scattering.

The second type of interaction involves energy exchange between the incident

photon and the material’s molecules. Hence, the scattered photon will have a

new frequency, or energy, which is simply equal to the sum or the difference

between the frequencies of the incident photon and the natural frequency of the

thermally excited and kinetically active species in the material. This type of

scattering is inelastic in nature and is referred to as Raman scattering.

2.3 General Theory of Raman Scattering

Despite the fact that Raman scattering is a quantum phenomenon and its

detailed description requires quantum theory, the existence of the effect and a

good qualitative description of the phenomenon can be predicted and described

based upon classical electromagnetic theory. In this book, we will basically

depend on the classical description of the Raman effect. We will, however, refer

to quantum effects as needed to better explain specific points.

Using the classical theory of scattering, the Raman effect can be explained as

follows; let us consider a monochromatic light (an electromagnetic) wave

propagating in the z-direction (Figure 2.2) with an oscillating electric field

Figure 2.1 (a) C. V. Raman and (b) L. I. Mandelstam, the two scientists who inde-
pendently discovered the Raman effect.
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(in the x-direction). The amplitude of the electric field (Ex) at any time (t) can be

expressed as:

Ex ¼ Eo
x cosð2pvotÞ ð2:1Þ

where Eo
x is the maximum amplitude of the electric field, and no is the frequency

of the electromagnetic wave (this is the incident light).

Let us also consider a diatomic molecule (to represent a material) with a

natural vibration frequency (nv). The normal vibration vector (qv) can be

expressed as a function of time as:

qv ¼ qov cosð2pvvtÞ ð2:2Þ

When the electromagnetic wave (the monochromatic light) interacts with the

molecule, the light will polarize the electrons of the molecule inducing a dipole

moment (l):

l ¼ aE ð2:3Þ

where a is known as the polarizability tensor, a second rank tensor that we will

discuss later.

The induced dipole will oscillate and, hence, emit light (the scattered light) at

three different frequencies. These three different frequencies can be determined

by expanding the polarizability tensor (a) as a Taylor’s series in (qv) as:

a ¼ ao þ
da

dqv

� �

qv þ � � � ð2:4Þ

Figure 2.2 Illustration of an electromagnetic wave (monochromatic light) interacting
with a vibrating molecule.
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Then, substituting from Equations (2.1) and (2.3), the dipole moment can be

expressed as:

m ¼ Eo
xa

o cosð2pvotÞ þ Eo
x

da

dqv

� �

o

qov cos½2pðvo � vvÞt� þ cos½2pðvo þ vvÞt�f g

ð2:5Þ

Clearly, from Equation (2.5), the three frequencies the scattered light will have are

vo, (vo–vv), and (vo+vv). In other words, the scattered light will have three

components at three different frequencies – one that has the same frequency as the

incident light (no) and two components that have a frequency shifted from that of

the incident light frequency by an amount equal to the natural frequency of the

molecular vibration (no� nv). In the case of scattered light at the same frequency

there is, clearly, no energy loss or gain due to interaction with the material. This

type of scattering is known as elastic scattering or Rayleigh scattering. The other

two components would have experienced a gain or loss of energy equal to the

energy of the molecular vibration; this is referred to as inelastic scattering or

Raman scattering. To further distinguish between the two types within the Raman

scattering, (i.e., the component that gained energy and the one that lost energy),

they are given two different names: the light that is scattered with lower energy

(no–nv), is known as Stokes lines, while the light that is scattered with higher

energy (no+nv) is known as anti-Stokes lines. Stokes and anti-Stokes lines are

fundamentally important for measuring local temperature and temperature dis-

tribution within a materials system as we will discuss later in this chapter.

Figure 2.3 depicts a generic spectrum showing both Rayleigh and Raman

scattering lines.

Notably, the intensity of Rayleigh scattering is typically six orders of mag-

nitude higher than that of Raman scattering. Hence, experimental setups need

to be employed to filter the Rayleigh intensity to make the Raman lines

experimentally observable. In a typical Raman spectrum, the scattered light

Figure 2.3 Illustration of a generic spectrum showing Rayleigh and Raman bands.
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intensity is recorded on the ordinate while the frequency of the scattered light is

recorded on the abscissa. The intensity is usually given in arbitrary units while

the frequency is expressed in wavenumbers (ṽ ). Wavenumbers are reported in

units of (cm�1), and are calculated according to Equation (2.6):

~v ¼
1

lo
�

1

lv
ð2:6Þ

where the subscripts o and v are used to denote the incident light and the

vibration mode, respectively; l is the wavelength in centimeters and, as is well

known, is related to the frequency (n) through the speed of light (c¼ 3�1010

cm s�1) according to:

l ¼
c

v
ð2:7Þ

Once abscissa is reported in wavenumbers, ṽ for the Rayleigh line will always

have a zero value. The Raman lines will be shifted by the wavenumber value of

the mode they represent.

2.4 Raman Selection Rules

Since we have already mentioned that each Raman linei represents a mode, it is

time to discuss vibration modes in a material system and which of such modes

will be Raman active. This is usually referred to as the selection rules.

According to Equation (2.5), the Raman scattering will occur only under the

condition that:

da

dqv

� �

6¼ 0 ð2:8Þ

As we mentioned before, a is the polarizability tensor for any vibration

mode. If the mode satisfies the aforementioned condition [Equation (2.8)] the

mode will be Raman active. This means that the mode will produce a Raman

peak in the spectrum of the material. In other words, it can be said that a

vibration mode will be Raman active if the rate of change of polarizability with

vibration (evaluated at the equilibrium position) is not zero.

2.4.1 Vibration Modes and the Polarizability Tensor

While the motion of atoms in matter (or actually the motion of nuclei as the

atoms’ centers of mass) seems to be random, analysis by classical mechanics

showed that such seemingly random and complex motion is indeed compounded

of a definite number of so-called normal modes. In each of such normal modes,

iThe terms Raman line, Raman band, and Raman peak are usually used interchangeably in the
field.
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all the atoms (or nuclei) move with the same characteristic normal frequency. The

number of such normal modes in any particular case can be easily deduced.

Since every atom has three degrees of freedom (the number of coordinates

required to fully specify the position of the atom), a molecule, with N atoms will

have 3N degrees of freedom. However, six of these degrees of freedom represent

translation and rotation motions around the three main Cartesian axes. This

leaves 3N – 6 as the number of possible vibrational degrees of freedom, known as

the normal vibration modes or phonons. If the molecule is linear, the number of

normal vibration modes becomes 3N – 5 since rotation around the molecular

axis is not accounted for.

If we consider a simple linear molecule such as carbon dioxide (CO2), which

is chemically represented as O¼C¼O, the molecule has four normal vibration

modes as shown in Figure 2.4.

These four vibration modes have three frequencies that are designated v1, v2,

and v3 (Figure 2.4); v1 is the frequency of the mode representing symmetric

stretch of the oxygen atoms around the carbon atom; v3 is the frequency of the

mode representing the asymmetric stretch of the aforementioned species, v2 is

the frequency of two modes representing the in-plane, and out-of-plane

bending. We will discuss later in this chapter the phenomenon of different

modes having the same frequency. The question we would like to raise now is

‘‘which of the four normal vibration modes of CO2 is Raman active?’’ For

simplicity, consider the two axial stretch modes (v1 and v3). If we graphically

represent the axial component of the polarizability (aii assuming that the

molecular axis is in the i direction) as a function of the vibration vector (qv), it

should resemble the curves shown in Figure 2.5. Clearly, from Figure 2.5,

Equation (2.8) is satisfied for the symmetric stretch mode (v1), and is not

satisfied for the asymmetric stretch mode (v3). This means that the symmetric

stretch mode in CO2 is Raman active while the asymmetric stretch mode is not.

It is more difficult to answer our question for other vibration modes using the

condition in Equation (2.8). This is a consequence of the simplicity of the

ν1

ν2

ν3

Figure 2.4 Illustration of vibration modes in a carbon dioxide molecule.
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general theory resulting in Equation (2.5). Another consequence of the sim-

plicity of Equation (2.5) is that it predicts both Rayleigh and Raman scattered

radiation to have the same polarization direction (relative to a fixed set of

coordinate axes) as that of the incident light, which is not correct. In fact, since

polarizability (a) is a tensor, the angular dependence and polarization of both

Rayleigh and Raman scattering will depend on the tensorial properties of a.

Equation (2.3) should actually be rewritten as:

mx
my
mz

�

�

�

�

�

�

�

�

�

�

�

�

¼
axx axy axz
ayx ayy ayz
azx azy azz

�

�

�

�

�

�

�

�

�

�

�

�

Ex

Ey

Ez

�

�

�

�

�

�

�

�

�

�

�

�

ð2:9Þ

The polarizability tensor is usually symmetric (i.e., aij¼ aji), and, according

to the quantum theory of Raman spectroscopy, if one of the polarizability

tensor components changes during the vibration, the mode is Raman active. If

we plot 1/ai (where i represents the direction) we can construct a three-

dimensional body known as the polarizability ellipsoid. According to the

quantum theory of Raman scattering, if the shape, size, or orientation of the

polarizability ellipsoid changed during vibration, the mode is Raman active.

Figure 2.6 shows the polarizability ellipsoid for the different vibration modes of

CO2. Clearly, the symmetric stretch causes the polarizability ellipsoid to change

size, hence it is Raman active. While the other two modes seem to change the

ellipsoid shape or size, the fact that the ellipsoid is identical at the two extremes

of the vibration mode indicates that the modes are not Raman active.

Plotting the polarizability ellipsoid for different vibration modes of molecules

would rapidly become a trivial method to determine Raman activity. Conse-

quently, more efficient analysis methods have been developed utilizing symmetry

operations and group theory. Such methods enable better prediction of the Raman

activity of different materials. To discuss such methods, we need to start with the

fundamental symmetry operations and how they apply to materials systems.

0 +q-q

α

0 +q-q

α

Symmetric Stretch (ν1)Asymmetric Stretch (ν3)

d�

dq
= 0

o

d�

dq
≠ 0

o

Figure 2.5 Illustration of axial polarizability of CO2 molecules as a function of
vibration vector of symmetric and asymmetric stretch modes.
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2.5 Symmetry

Symmetry is an amazing natural concept. It can be observed in almost every-

thing around us including, not surprisingly, ourselves. Everyone knows that

our right half is indistinguishable from our left half if reflected in a mirror.

Nature used symmetry billions of years before man and must have taught

mankind how to understand symmetry and use it. The German mathematician

Hermann Weyl (1885–1955) said that through symmetry man always tried to

perceive and create order, beauty, and perfection. The correlation between

symmetry and beauty would become clear if one was ever moved by the sym-

metry, or beauty, of a snowflake, a crystal, or a flower. Ancient Greeks used the

term symmetry to describe ‘‘proportionality’’ or similarity in arrangements of

parts. They applied such understanding to create the most beautiful sculptures

for humanity. Symmetry and beauty can also be heard in music and poetry. In

the broadest sense, symmetry can be defined as the opposite of chaos and

randomness. This definition of symmetry draws attention to the deep rela-

tionship between symmetry and entropy – a subject that is beyond the scope of

this book.ii

The mathematical formulation of symmetry was rigorously developed in

the nineteenth century. According to Hermann Weyl, an object is called

-q +qq = 0

ν1

ν3

ν2

Figure 2.6 Polarizability ellipsoid for different normal vibration modes of CO2.

iiSeveral inspiring articles and books have been published recently on the relationship between
symmetry and entropy. Interested readers are referred to the Recommended General Reading
section at the end of this chapter.
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symmetrical if it can be changed ‘‘somehow’’ to obtain the same object. In this

section we will explain what is meant by ‘‘somehow’’, and discuss the mathe-

matical description of symmetry as related to molecules and crystals, the

building blocks of materials. The mathematical description of symmetry is

concerned with the correspondence of positions on opposite sides of a point, a

line, or a plane. Mathematicians realized that at most, five different elements of

symmetry are needed to fully describe the correspondence of two point posi-

tions. In other words, one would need at most five different elements of sym-

metry that once operated separately on a point the point can be moved to a new

indistinguishable position. To correlate this concept more closely with mole-

cules, one may note that every molecule would possess one or more symmetry

elements that once operated the molecule will assume a new configuration

indistinguishable from the original one. Hence, the ‘‘somehow’’ turns out to be

simply the operation of any of the following five symmetry elements.

2.5.1 Identity (E)

The identity symmetry element exists in everything in the universe. It is usually

given the symbol (E) for the German word Einheitiii meaning unity. Loosely,

the word can be translated as ‘‘the same’’ or ‘‘identical’’.

2.5.2 Center of Symmetry (i)

A center of symmetry is a point in space that occupies a midpoint on a line

connecting two indistinguishable positions. The center of symmetry is also

known as inversion center, hence, the designation ‘‘i’’. If one connects a line

from an atom in a molecule, or, generally speaking, a site or position in space,

through a center of symmetry, extending the line for the same distance should

lead to an equivalent indistinguishable atom, or position. For example, the

carbon atom in a CO2 molecule (Figure 2.4) occupies a center of symmetry. If

we consider any of the oxygen atoms, connecting a line from that oxygen to the

carbon and extending the line an equidistance, will lead us to the second oxygen

atom in the molecule that is indistinguishable from the one we started at.

Figure 2.7 illustrates the concept of a center of symmetry. Note that a center of

symmetry of a molecule may, or may not, be occupied by an atom. For

example, both CO2 and C2H2 molecules possess a center of symmetry. While

that center of symmetry is occupied by a carbon atom in the case of CO2, it is

unoccupied in the case of ethyne, and actually lies on the midpoint between the

two carbon atoms. As mentioned above, if we operate the center of symmetry

operation on one of the oxygen atoms in CO2 we will move that atom to the

second oxygen atom position. Now what if we operate the center of symmetry

on the same oxygen atom twice? This will bring the oxygen atom back to its

original (i.e., identical) position. Clearly, then, operating a center of symmetry

iii In crystallography and spectroscopy the reader will come across much German nomenclature due
to the ground-breaking work done by German scientists in these fields.
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element twice (this is mathematically expressed as i2) is equivalent to the

identity element of symmetry (E). Mathematically this can be expressed as

i2�E.

2.5.3 Rotation Axes (Cn)

If one could rotate a molecule (clockwise or anticlockwise) about an axis into a

new configurationiv that is indistinguishable from the original configuration,

the molecule is said to possess a rotation axis of symmetry (Cn).
v This symmetry

element is also referred to as proper rotation axis. The subscript ‘‘n’’ is the

rotation order describing the angle of rotation required to reach an indis-

tinguishable configuration of the molecule. The rotation angle can be 2p/n

(3601/n). For crystals, due to space filling requirements, n can only assume the

values 1, 2, 3, 4, and 6. For molecules, however, n may take any integer value

(1, 2, 3. . .N). For example, a CO2 molecule possesses two two-fold rotation

axes (C2) normal to the molecular axis as shown in Figure 2.7. As shown in the

figure, if the molecular axis is in the x-direction, rotation of 1801 (2p/2) about

either the y-axis or the z-axis will bring the molecule into an indistinguishable

configuration. It is also important to note that for such linear molecules, the

molecular axis represents a (CN) rotation axis. It is also simple to observe that

a benzene molecule possesses a six-fold rotation axis (C6) normal to its plane. If

one rotates a molecule that possesses a two-fold rotation axis 1801 about that

axis, this operation can be expresses as C1
2. Similarly, rotation of 601 about a

six-fold rotation axis is expressed as C1
6. Also, a rotation of 1201 about a six-

fold axis is expressed as C2
6. Both operations will bring the molecule into an

indistinguishable configuration. A rotation of 3601 about any rotation axis can

be expressed as Cn
n. Such symmetry operation will bring the molecule into the

original (identical) configuration. Hence, it is equivalent to the identity sym-

metry element (E). Mathematically this can be expressed as Cn
n�E. Figure 2.8

illustrates the rotation axes symmetry elements possessed by a AB4 type planar

molecule.

Center of symmetry (i)

CO2 C2H2

Figure 2.7 Illustration of the center of symmetry in two linear molecules, CO2 and
C2H2.

ivHere, we use configuration to describe the equilibrium configuration of the molecule meaning that
at vibration vector q¼ 0.

vC is for cyclic.
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2.5.4 Planes of Symmetry (r) (Mirror Planes)

If a molecular configuration can be divided by a plane into two parts that

are mirror images of each other, then the molecule possesses a symmetry

plane (s). This symmetry element is also known as mirror plane. If the molecule

possesses two symmetry planes intersecting in a line, the intersection line will be

a rotation axis. Three different types of symmetry planes have been dis-

tinguished: vertical (sv), horizontal (sh), and diagonal (sd); sv is used to

denote symmetry planes intersecting in a rotation axis. If the symmetry planes

are bisecting the angle between two successive two-fold axes, the planes are

denoted as diagonal planes (sd). Horizontal symmetry planes (sh) are usually

those in the plane of planar molecules. Some texts use primes to distinguish

different types of symmetry planes. Usually, symmetry planes in a plane of

planar molecules are designated as s. Symmetry planes out of the molecular

plane are designated as s
0. Figure 2.9 illustrates the three different types of

symmetry planes possessed by a planar molecule of the type AB4. In addition,

reflection in a symmetry plane twice (s2) results in the original configuration,

hence s
2¼E.

2.5.5 Rotation Reflection Axes (Sn) (Improper Rotation)

For some molecules, an indistinguishable configuration can be reproduced

by rotation to a certain degree (3601/n) about an axis and then reflection

through a reflection plane that is perpendicular to the rotation axis. Such

symmetry element is denoted as a rotation reflection axis, or improper rota-

tion axis (Sn). The symbol S is, again from German, from the word Spiegel,

meaning a mirror; n is the order of the axis. If we consider an ethane molecule

C2

C2

C2

C2

C2, C4

Figure 2.8 Illustration of the rotation axes symmetry elements possessed by an AB4

planar molecule.
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(H3–C–C–H3), the positions of any two of the indistinguishable hydrogen

atoms can be exchanged by rotating 601 about a vertical axis, then reflecting in

a horizontal plane as shown in Figure 2.10. Such a symmetry element is

denoted as (S6). Note that neither a C6 nor a sh are present on their own. An

improper rotation axis can also be operated in stages exactly like rotation axes.

The operation described in Figure 2.10(a) is expressed as S16. Repeating the

operation again results in S26. Figure 2.10(b) shows that an S26 is indeed

equivalent to a C3 rotation. One can clearly understand this by realizing that in

a S26 we rotate a total of 1201 (equivalent to a C3) and reflect in the same

horizontal plane twice (s2�E). Improper rotation axes also have the char-

acteristic that Snn�E, if n is even. Another unique characteristic of improper

rotation axes is that S
n
2
n ¼ i, if n is even and n/2 is odd (S26 for example).

Understanding such characteristics of symmetry elements enables easier

determination of all symmetry elements of a molecule. For example, if a

molecule possesses a S6 symmetry element, it must have an inversion center (i).

The opposite is not necessarily true.

σv

σh

σd

Figure 2.9 Different types of symmetry planes possessed by an AB4 planar molecule.
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2.5.6 Symmetry Elements and Symmetry Operations

It is time to distinguish between two important concepts: symmetry elements

and symmetry operations. A symmetry element is a geometrical property that

could be possessed by a molecule based on the exact shape of the molecule.

A symmetry operation is the operation of applying an action (based on a

symmetry element) that results in an indistinguishable configuration of the

molecule. There are only five different symmetry elements but more than five

symmetry operations. For example, a six-fold improper rotation axis (S6) is a

symmetry element that is possessed by benzene. Such symmetry element gen-

erates different symmetry operations. In the first instant, one would say that the

generated symmetry operations are six in the form of Sj6 where, j can take any

value between 1 and 6. This answer is not very accurate since, as we discussed

before, the operation S26 is equivalent to C3, the operation S26 is equivalent

to i, the operation S46 is equivalent to S22, and S66 is equivalent to E. This leaves

the symmetry element S6 capable of generating only two unique symmetry

Rotate by 1/6 of a turn

S 1
6

S 2
6

Then reflect in a plane

Equivalent to a C3

(a)

(b)

Figure 2.10 (a) Improper reflection (S16) in an ethane molecule. Carbon atoms are not
shown for clarity. One of the hydrogen atoms was made distinguishable
for illustration purpose. (b) Illustration of the equivalency of improper
rotation S26 to a C3 symmetry element.
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operations, namely, S16, and S56. This difference between point symmetry ele-

ments and operations should be clearly in mind when we try to classify mole-

cules into point groups according to their symmetry operations.

2.6 Point Groups

Mathematically, a set of operations (A, B, C, etc.) forms a group if the fol-

lowing four rules are obeyed:

1. The product of any two members of the group and the square of any

member are also members of the group.

2. There must be an identity element in the group.

3. Combination of members must be associative, i.e., (AB)C should equal

A(BC).

4. Every member must have an inverse that is also a member of the group,

i.e., if A is a member, then A�1 must also be a member, realizing that

AA�1¼E (the identity operation).

Hence, sets of point symmetry operations can be grouped into groups

according to their satisfactory compliance with the four rules listed above. Such

groups of symmetry operations are known as ‘‘point groups’’. It was found that

all possible point symmetry operations can be grouped into 32 point groups.

2.6.1 Point Groups of Molecules

Point groups are given symbols made of a capital letter and, usually, two

subscripts: a number and a lowercase letter, C2v for example. The number

indicates the order of the principal axis of the molecule. The principal axis is

taken as the highest order axis, and usually defines the vertical direction. The

capital letter is ‘‘D’’ (for dihedral) if an n-fold principal axis is accompanied by

n two-fold axes at a right angle to it; otherwise, the letter will be a ‘‘C’’ (for

cyclic). The lower case subscript letter is ‘‘h’’ if a horizontal plane is present. If n

vertical planes are present, the letter is v for a C group, and d for a D group. It

is important to note that h takes precedence over v or d. If no vertical or

horizontal planes are present, the subscript letter is omitted. In addition, special

point group symbols are reserved for molecules with certain shapes. If the

molecule has a tetrahedral shape, the group symbol is ‘‘Td’’. The group symbol

is ‘‘Oh’’ for octahedral molecules and ‘‘Ih’’ for molecules with dodecahedral or

icosahedral shapes. Such notation is known as Shönflies notation rule. Table 2.1

lists all possible 32 point groups for molecules.

Assigning a molecule to a certain point group describing its symmetry is the

first and most important step in understanding and predicting the molecule’s

spectroscopic response. In 1956, Zeldin proposed a systematic method to assign

molecules to their point groups.1 Zeldin’s method does not require the listing of

all symmetry operations of the molecule. However, it focuses on major symmetry
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Table 2.1 The 32 point groups for molecules.

Point
group

Symmetry
operations

Simple description Example

C1 E No symmetry

Lysergic acid

Cs E sh Planar, no other
symmetry

Hypochlorous acid

Ci E, i Inversion center

1,2-Dichloroethane 

C2 E C2

Hydrogen peroxide

C2h E C2 i sh Planar with inversion
center

trans-1,2-Dichloroethylene

C2v E, C2, sh, sv Angular or see-saw

Water 

C3 E, C3 Propeller

Triphenylphosphine

C3h E, C3, C
2
3, sh, S3,

S3
5

Boric acid

C3v E 2C3 3sv Trigonal pyramidal

Ammonia

C4 E, C4 None

C4h E, s, C4, i C4H4Cl4?
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Table 2.1 Continued.

Point
group

Symmetry
operations

Simple description Example

C4v E, 2C4, C2, 2sv,
2sd

Square pyramidal

Xenon oxytetrafluoride

C6 E, C6 None

C6h E, s, C6, i None

C6v E, 6s, C6 None

CNv E, CN sv Linear

Hydrogen chloride

D2 E, 3C2 None

D2h E, 3s, 3C2, i Planar with inversion
center

Ethylene

D2d E, 2S4 ,3C2, 2sd 901 Twist

Allene

D3 E, C3, 3C2 Triple helix

Tris(ethylenediamine)

cobalt(III) cation

D3h E, 2C3, 3C2, sh

2S3 3sv

Trigonal planar or trigo-
nal bipyramidal

Boron trifluoride

D3d E 2C3 3C2 i 2S6
3sd

601 Twist

Cyclohexane

D4 E, C4, 4C2

Cyclobutane
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Table 2.1 Continued.

Point
group

Symmetry
operations

Simple description Example

D4h E 2C4, C2 2C2
0

2C2 i 2S4 sh 2sv

2sd

Square planar

Xenon tetrafluoride

D4d E 2S8 2C4 2S
3
8 C2

4C2
0 4sd

451 Twist

Dimanganese decacarbonyl 

D5h E 2C5 2C
2
5 5C2 sh

2S5 2S
3
5 5sv

Pentagonal

C70 fullerene

D5d E 2C5 2C
2
5 5C2 i

3S310 2S10 5sd

361 Twist

Ferrocene (staggered rotamer)

D6h E 2C6 2C3 C2

3C2
0 3C2 i 3S3

2S36 sh 3sd 3sv

Hexagonal

Benzene

DNh E, CN Ns NC2

i SN

Linear with inversion
center

Carbon dioxide

Td E 8C3 3C2 6S4
6sd

Tetrahedral

Methane

Oh E 8C3 9C2 6C4

i 6S4 8S6 3sh

6sd

Octahedral or cubic

Cubane
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elements possessed by the molecule. Figure 2.11 shows a flowchart scheme

usually used to assign molecules to point groups. Importantly, for some of the

possible molecular point groups, no known molecules are listed as example. This

should not be a source of confusion regarding the validity of these point groups.

For example, while it had been generally believed that no molecules assume the

icosahedral (Ih) symmetry,2 three molecules have been known to defy such belief:

the borohydride anion3 (B12H12)
2�, dodecahedrane4 (C20H20), and the molecule

that is the subject of this book, [60] fullerene5 (C60).

2.6.2 Point Groups of Crystals

To consider spectroscopic investigation of solid state materials, it is important

to shed some light on the distinction between point groups as applied to

molecules and point groups as applied to crystals. The difference basically

comes from the crystallographic restriction theorem. The theorem is based on

the observation that due to space filling restriction in solid crystals the order of

rotation axes (n) should be restricted to only four values: 2, 3, 4, and 6. With

such restriction in mind, applying the five point symmetry elements on the

seven possible crystal lattices (triclinic, monoclinic, orthorhombic, tetragonal,

rhombohedral, hexagonal, and cubic) results, again, in 32 point groups that are

referred to as crystallographic point groups or crystal classes. Table 2.2 lists the

32 crystallographic point groups using Shönflies notation. Another notation

that is also used to denote point groups is known as Hermann–Mauguin

notation. It is named after the German crystallographer Carl Hermann and the

French mineralogist Charles Mauguin. This notation is sometimes called

international notation and is used mostly in crystallography. Table 2.2 also lists

the corresponding Hermann–Mauguin notation for the 32 crystallographic

point groups. A set of graphical symbols was also developed for symmetry

elements. While not widely used in spectroscopy, the graphical symbol system is

widely used in crystallography for stereographic representation of the 32 point

groups. Table 2.3 shows the graphical symbols for the different symmetry

elements and their corresponding international notation. For completeness,

Table 2.4 shows the stereographic presentation of the 32 crystallographic point

Table 2.1 Continued.

Point
group

Symmetry
operations

Simple description Example

Ih E 12C5 12C
2
5

20C3 15C2 i
12S10 12S

3
10

20S6 15s

Icosahedral

C60
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groups and their corresponding international notation as correlated to the

seven crystal systems.

2.7 Space Groups

If one raises the question ‘‘why are the previous 32 groups called point groups?’’

the answer will be: because they are based on five symmetry elements, each of

which requires a fixed point during its operation. Operations about a proper or

improper rotation axis require that the axis is at a fixed point, reflection

through a plane requires that the plane position is fixed at a point, a center of

symmetry, itself, is a fixed point. This answer leads, logically, to two more

questions: Are there symmetry elements that do not require a fixed point for

Table 2.2 The 32 crystallographic point groups, corresponding international

notations, and related crystal systems.

Point group
(Shönflies
notation)

Symmetry operations Hermann–
Mauguin
notation

Related crystal
system

C1 E 1 Triclinic
Cs E, sh m Monoclinic
Ci E, i 1̄ Triclinic
C2 E, C2 2 Monoclinic
C2h E, C2, i, sh 2/m Monoclinic
C2v E, C2, sh, sv mm2 Orthorhombic
C3 E, C3 3 Rhombohedral
C3h E, C3, C

2
3, sh, S3, S

5
3 6̄ Hexagonal

C3v E, 2C3, 3sv 3m Rhombohedral
C4 E, C4 4 Tetragonal
C4h E, s, C4, i 4/m Tetragonal
C4v E, 2C4, C2, 2sv, 2sd 4mm Tetragonal
C6 E, C6 6 Hexagonal
C6h E, s, C6, i 6/m Hexagonal
C6v E, 6s, C6 6mm Hexagonal
D2 E, 3C2 222 Orthorhombic
D2h E, 3s, 3C2, i mmm Orthorhombic
D2v E, 2S4, 3C2, 2sd 4̄2m Tetragonal
D3 E, C3, 3C2 32 Rhombohedral
D3h E, 2C3, 3C2, sh, 2S3, 3sv 6̄m2 Hexagonal
D3v E, 2C3, 3C2, i, 2S6, 3sd 3̄m Rhombohedral
D4 E, C4, 4C2 422 Tetragonal
D4h E, 2C4, 5C2, i, 2S4, sh, 2sv, 2sd 4/mmm Tetragonal
D6 E, C6, 6C2, 6sd 622 Hexagonal
D6h E, 2C6, 2C3, 6C2, i, 3S3, 2S

3
6, sh, 6sd 6/mmm Hexagonal

S4 E, S4, C2 4̄ Tetragonal
S6 E, S3, i 3̄ Rhombohedral
T E, 4C3, 3C2, 23 Cubic
Th E, 3s, 4C3, 3C2, i m3̄ Cubic
Td E, 6s, 4C3, 3C2 4̄3m Cubic
O E, 3C4, 4C3, 6C2 432 Cubic
Oh E, 9s, 3C4, 4C3, 3C2, i m3̄m Cubic
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operation? And would operation of such symmetry elements results in other

symmetry groups? The answer for both questions is yes. This leads us to discuss

two new space symmetry elements and how they produce 230 space groups

once the three-dimensional solid state is considered.

Before discussing the two additional symmetry elements related to space

symmetry, we should emphasize the translation operation. The translation

operation along any of the unit cell principal axes is an operation to build three-

dimensional crystals by repeating their building blocks (the unit cell) along the

three principal axes of the crystal or space. From this viewpoint, translation

operation is not exactly a symmetry operation. However, from a pure sym-

metry viewpoint, a translation operation can still be considered equivalent to

the identity symmetry operation.

2.7.1 Screw Axis (np)

A screw axis (also known as a helical axis or twist axis) is a symmetry element

that involves rotation about an axis followed by a translation along the same

axis; n the rotation order, can be any allowed value according to the afore-

mentioned crystallographic restriction theorem (i.e., 2, 3, 4, and 6). Translation

along the screw axis is measured as a fraction of the unit cell. Such fraction takes

the value p/n, where p can assume any integer 1, 2, 3,. . .(n – 1). For example,

21 describes a screw axis symmetry operation in which an indistinguishable

conformation (or an equivalent lattice site) is reached by rotating 1801 about an

axis then translating along that axis a distance that is half the unit cell. Similarly,

a 43 describes a screw axis symmetry operation in which an indistinguishable

Table 2.3 Symbols for the symmetry elements used in stereographic repre-

sentation of the 32 point groups.

Symmetry element Symbol in stereogram International symbol

E(�C1) None 1
i (� S1) None 1̄
s Solid line or bold circle m
C2 2

C3 3

C4 4

C6 6

S2 As for mirror plane 2̄ (�m)
S3 3̄

S4 4̄

S6 6̄ (� 3/m)
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Table 2.4 The 32 crystallographic point groups in stereographic representation.

Crystal system Point groups

Triclinic

Monoclinic

Orthorhombic

Tetragonal

Trigonal

Hexagonal
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conformation (or an equivalent lattice site) is reached by rotating 901 about an

axis then translating along that axis a distance that is three fourth the unit cell in

that direction. Figure 2.12 demonstrates the operation of a two-fold screw axis

21. Based upon the aforementioned restrictions on both n and p values, it is clear

that only one two-fold screw axis is possible (21). Similarly, only two three-fold

screw axes are possible (31, and 32). Interestingly, objects possessing a 31 screw

axis and those possessing a 32 screw axis are mirror images (enantiomorphs) of

each others. The same applies to 41 and 43, 61 and 65 as well as 62 and 64.

2.7.2 Glide Planes

A glide plane symmetry element involves reflection across a plane of symmetry

followed by a translation parallel to that plane. Glide planes are usually

Table 2.4 Continued.

Crystal system Point groups

Cubic

a/2

a

21 screw axis

Figure 2.12 Operation of a two-fold screw axis 21.
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denoted as a, b, or c depending on which of the principal crystal axis the glide

plane is along. If the glide is along a face diagonal it is denoted n, and if it is

along a body diagonal it is denoted d. Figure 2.13 shows the operation of a

glide plane symmetry element. Comparing the resulting configurations in

Figures 2.12 and 2.13 should reveal the difference between a 21 screw axis and a

glide plane. Notably, the two operations result in an object in the exact place

but facing opposite directions.

As mathematical grouping of symmetry operations – resulting from the five

point symmetry elements – resulted in 32 point groups, grouping of symmetry

operations resulting from the seven symmetry elements – five point elements plus

two space elements –results in 230 symmetry groups in a three-dimensional space.

These groups are known as space groups. Space groups are most commonly

denoted using the Hermann–Mauguin notations. Tables (similar to Table 2.2)

exist to convert this notation into Shönflies notation. A Hermann–Mauguin

notation for a space group consists of a set of four symbols. The first is a letter

that describes the Bravais centering of the lattice (i.e., primitive, body centered,

face centered, etc.). Table 2.5 lists the symbols used to describe the different types

of cells. The other three symbols describe the most prominent symmetry elements

possessed by the crystal. The first of these symbols describes the symmetry of the

principal axis of the cell. The next symbol describes the next major symmetry

element, etc. For example, P21/m indicates a primitive cell with a 21 screw axis as

the principal axis and a mirror plane perpendicular to the principal axis. Pmc21
indicates a primitive cell with a mirror plane, a glide plane and a 21 screw axis.

2.7.3 Space Groups in One- and Two-dimensional Space

Realizing that space groups describe the symmetry of objects within space, and

that they were developed based upon a number of symmetry operations

available in that space, leads to the conclusion that the possible space groups

a/2

a

glide plane

Figure 2.13 Operation of a glide plane symmetry element.
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depend on the dimensionality of the space in which they exist. Since, tradi-

tionally, materials scientists are inherently interested in three-dimensional space

representing material systems, we have focused our discussion on three-

dimensional space groups. It is important, however, to know that one- and two-

dimensional space groups have also been investigated and are of great interest

and applications in other fields such as theoretical physics, art, architecture,

and the textile industry. In materials science, one- and two-dimensional liquid

crystals as well as symmetry along a single polymer or a co-polymer molecule

are subjects of increasing interest. In addition, as nanotechnology brings quasi

one-dimensional (nanowires, nanotubes, one-dimensional crystals, etc.) and

two-dimensional (graphene sheets, self-assembled layers, etc.) material systems

to our attention, a brief discussion of space groups in these spaces is appro-

priate in this section.

2.7.3.1 Space groups in One-dimensional Space

(Linear Objects)

Considering one-dimensional spaces, spatial restrictions make only certain

symmetry elements and operations possible. In addition to translation along

the one dimension of the space, rotation about an axis normal to the line is

Table 2.5 Symbols for the six possible Bravais lattice centerings.a

Type Symbol Example

Primitive (lattice sites on corners only) P

Face centered (lattice sites on corners and all
face centers)

F

Side centered (lattice sites on corners and centers
of two of the faces)

A, B, or C
C

centering

is shown 

Body centered (lattice sites on corners and body
center)

I

aPrimitive centering (P): lattice points on the cell corners only. Body centered (I): one additional
lattice point at the center of the cell. Face centered (F): one additional lattice point at center of each
of the faces of the cell. Centered on a single face (A, B, or C centering): one additional lattice point
at the center of one of the cell faces.
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possible as long as the rotation order is restricted to 1801 (two-fold rotation

axes only). We may also realize that inversion through a point on the line,

reflection through a plane normal to the line, and glide through a plane passing

through the line are also allowed. These allowed symmetry operations in one-

dimensional space result in seven different one-dimensional space groups that

are also known as Frieze groups. These groups can belong to only two types:

one type with reflection and a second type with no reflection.

Symbols for one-dimensional space groups usually start with the letter ‘‘F’’

(for Frieze). In certain texts, the letter P (for primitive cells) is also used. The

second symbol is a number, which is 2 if rotational symmetry does exist and is 1

if rotational symmetry does not exist. The third symbol is m if there is a

transverse mirror, and it is 1 if no transverse mirror exists. The fourth symbol is

m if a longitudinal mirror exists, and is a g if a longitudinal glide exists. The

fourth symbol is omitted if no longitudinal symmetry exists. Table 2.6 lists the

seven possible one-dimensional space groups (Frieze groups) and the symmetry

elements possessed by each of them. Frieze groups are important in describing

symmetry along polymer molecules.

2.7.3.2 Space Groups in Two-dimensional Space

(Wallpaper Groups)

Considering a two-dimensional space restriction, only 17 space groups will be

possible in such a case. Two-dimensional space groups are also referred to as

plane space groups or wallpaper groups. The name wallpaper groups originates

from the fact that these symmetry objects have been used for centuries as

decorative art for textiles, architect, and – more recently – for wallpaper

designs. The symbols for wallpaper groups start with a letter describing the cell

centering (i.e., P for primitive or C for centered) followed by an integer

describing the highest order of rotation, followed by m, g, or 1 to reflect the

existence of a mirror plane, a glide plane, or no symmetry element, respectively.

Table 2.6 The seven possible one-dimensional space groups (Frieze groups).

Frieze
group

Symmetry elements Example

F1 Translation only

F2 Translation, two-fold rotation

F1m Translation, transverse mirror

F11m Translation, longitudinal mirror

F2mm Translation, rotation, transverse and longitudinal
mirrors

F11g Translation, glide

F2mg Translation, rotation, transverse mirror, glide
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To conclude our discussions on space groups, it is important to realize that

other types of space groups exist and have been investigated. Depending on the

dimensionality of the space considered different space groups evolve and

become relevant. For example, in physics and mathematics, when four-

dimensional space is considered, in time evolving systems for example, 4895

space groups are possible. In addition, magnetic space groups can be con-

structed from ordinary three-dimensional space groups by considering mag-

netic spins associated with lattice points. Such magnetic space groups are also

known as colored space groups, and 1651 of them are possible.

Now that we have discussed symmetry and symmetry groups in molecules

and crystals in different spatial dimensionalities, it is important to revert to our

main subject of spectroscopic properties of matter. According to Neumann’s

principle, the symmetry elements of any physical property (of a crystal) must

include the symmetry element of the point group representing (that crystal).

Realizing that Raman activity is part of the optical physical behavior of matter,

let us discuss how the character of a point group governs its Raman activity.

2.8 Character Table

As we discussed earlier, a point group is, simply, a group of symmetry

operations satisfying certain ‘‘membership’’ conditions. To gain full apprecia-

tion of Neumann’s principle and be able to correlate the Raman activity of a

species to the symmetry of its point group, mathematical representation of the

symmetry operations is required. Hence a system was developed in which

numbers were used to represent the effect of symmetry operations on directional

properties. These numbers are called representations.

2.8.1 Symmetry Operations and Transformation of Directional

Properties

Let us start with a simple example of how representations can be developed. If

we consider a px electronic orbital, as shown in Figure 2.14, applying a C2

symmetry operation on such orbital changes its orientation and, hence,

switches the sign of the orbital. This can be mathematically expressed as:

C2px ¼ �px ð2:10Þ

Hence, the symmetry operation C2 in this case can be represented by �1.

Let us apply another symmetry operation, syz. As shown in Figure 2.15, the

sign of the orbital is, again, switched, and it can be written that:

syzpx ¼ �px ð2:11Þ

Hence, the symmetry operation syz in this case is represented by �1.
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If we apply the symmetry operation sxz, it is clear from Figure 2.16 that

syzpx¼ px, and the representation for this operation is 1. Considering the

identity operation (E), it will not be hard to realize that the representation for

this operation is always 1.

What we considered in this example is a set of four symmetry operations: E,

C2, sxz, and syz. These four symmetry operations, actually, form the point

group (C2v). Hence, we can mathematically represent the effect of the group

operations on the electronic orbital px or, generally speaking, on anything with

similar symmetry in the x-direction using a set of numbers as follows:

C2ν E C2 σxz σyz

B1 1 –1 1 –1 x

x

z

y

px

− +

σyz

z

y

-px

+ −

σyz

xσyz

Figure 2.15 Transformation of px under a syz symmetry operation.

C2

x

C2

y

px

+−

x

C2

y

-px

+ −

Figure 2.14 Transformation of px under a C2 symmetry operation.
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In this case we say that the px is symmetric to E and sxz and it is anti-

symmetric to C2 and syz in C2v symmetry. The set of numbers is called a

representation, and is usually given a letter name. This letter name describes

the symmetry species of the representation as we will discuss later in this

section. The letter name assigned for the px in the C2v is B1. We say that the x

belongs to the B1 representation of C2v. We can also say that in a C2v group,

directional properties in the x-direction belong to the B1 symmetry species.

If we consider the effect of C2v symmetry operations on the molecular

orbital py, a different representation can be constructed, which is assigned

the name B2 as follows:

C2ν E C2 σxz σyz

B2 1 –1 –1 1 y

Similarly, considering the effect of the group symmetry operations on the

molecular orbital pz leads to the representation A1 as follows:

C2ν E C2 σxz σyz

A1 1 1 1 1 z

Because all of the numbers in the A1 presentation are positive numbers, it

is a totally symmetric presentation.

To this end, we should emphasize the two conditions that make a set

of numbers a representation. First, the numbers should represent the

effect of the group symmetry operation on certain directional properties.

Secondly, the numbers should multiply together in the same way as the

group operations. Having said that, there is an additional set of numbers,

called the A2 representation, that satisfy the two aforementioned condi-

tions. A2 representation for the C2v point group is symmetrical for

rotation while anti-symmetrical for reflection is as follows:

x

z

y

px

+−

σxz

x

z

y

px

+−

σxz

σxz

Figure 2.16 Transformation of px under a sxz symmetry operation.
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C2ν E C2 σxz σyz

A2 1 1 –1 –1

A table containing the full set of representations of a point group is

known as the character table of the group.vi The character table provides

essential information regarding the symmetry of point groups and

directional properties of molecules belonging to such point groups. It also

lists all the symmetry species available in a symmetry point group and

shows the transformational properties of such symmetry species. For

example, as we have just discussed, the A2 symmetry species in C2v is

symmetrical for rotation and anti-symmetrical for reflection.

To this end, we know that molecules (and crystals) in their equilibrium

conformations possess certain symmetry elements and operations that

classify them into certain point groups. We also know that molecules

translate, rotate, and vibrate in certain directions. During a vibration

mode the locations of atoms change, and hence the symmetry of the

molecule will be affected under certain symmetry operations. Hence,

molecular motions and, specifically for our interest here, normal vibra-

tion modes can be assigned to certain symmetry species. The correlation

between normal vibration modes and symmetry species emphasizes the

most important role of the character table from a spectroscopic view-

point. The character table provides information regarding the symmetry

species (representations) that polarizability tensor components belong to.

A vibration mode is Raman active if it belongs to the same symmetry

species as one or more of the polarizability tensor components. Table 2.7

shows the character table of the C2v point group. The table clearly shows

that the diagonal components (axx, ayy, and azz) of the polarizability

tensor belong to the A1 species while the off diagonal components, axy,

axz, and ayz, belong to the symmetry species A2, B1, and B2, respectively.

This means that vibration modes belonging to any symmetry species in a

molecule with C2v symmetry are Raman active. To complete our dis-

cussion of this point, we should mention that the total number of sym-

metry operations belonging to a group is denoted as the order of the

group (g), and that the total number of symmetry species is denoted by

(r). In our example (point group C2v), g¼ 4 and r¼ 4.

Table 2.7 Character table of C2v point group.

C2v E C2(z) sv(xz) sv(yz) Raman activity

A1 +1 +1 +1 +1 axx, ayy, azz
A2 +1 +1 –1 –1 axy

B1 +1 –1 +1 –1 axz

B2 +1 –1 –1 +1 ayz

viThe name character was chosen because the numbers in the table are, actually, the character
(sometimes called the trace, which is the sum of the matrix diagonal) of square matrixes known as
irreducible representations of a symmetry operations.
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Some general rules have also been developed for Raman activity as

well. For example, if we go back to the CO2 molecule (Figure 2.6), we

realize that the stretch mode symmetric in respect to the molecule center

of symmetry is Raman active while the stretch mode asymmetric in

respect to the symmetry center is not. This is, in fact, a general rule that

applies to all molecules with a center of symmetry.

A system has been developed to assign symbols to symmetry species

(representations) that are indicative of their nature. A symmetry species

that is totally symmetric for all symmetry operations is designated as A1, a

species that is symmetric for rotation but is anti-symmetric for reflection

or rotation about a normal axis to the principal axis is designated as A2. A

species that is anti-symmetric for rotation about the principal axis is

designated as B. If it is symmetric for rotation about a C2 axis normal to

the principal axis or for reflection it is designated as B1, and if it is anti-

symmetric in this regard it is designated as B2. Also, in point groups

possessing a sh, primes and double primes are usually used to designate

symmetry with respect to the horizontal plane. A single prime (A0) indi-

cates a symmetry while a double prime (A00) indicates anti-symmetry. In

addition, in point groups possessing a center of symmetry (i), symmetry

with respect to i is further designated by subscripts. A subscript g (from the

German word ‘‘gerade,’’ meaning even) is used to designate symmetrical

transformation, while the subscript u (from the German word ‘‘ungerade,’’

meaning uneven) is used to designate anti-symmetric transformation.

2.8.2 Degenerate Symmetry Species (Degenerate

Representations)

Let us consider the effect of a C4 symmetry operation on the directional

properties of a molecular orbital py. As shown in Figure 2.17, a clockwise C1
4

py px

C4

x

y

z
py

x

z

y

px

1

Figure 2.17 Doubly degenerate electronic orbital under C1
4 symmetry operation.
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operation will transform py into a px. Similarly, an anti-clockwise C1
4 operation

will change a px into a py orbital. In this case, the py and px under a C4 sym-

metry operation are identical, and hence are called degenerate, meaning ener-

getically equivalent. Therefore, in a point group possessing a C4 operation

(such as C4v), both px and py orbitals belong to the same doubly degenerate

symmetry species designated as E. It is important, however, to note that the px
and py orbitals in a C2v group are not energetically equivalent since they belong

to different symmetry species, namely, B1 and B2, respectively.

As a general rule, it can be said that if a group possesses a rotation axis with 3

or higher order, some directional properties may convert into others as the

result of a symmetry operations. If there is energy associated with the direc-

tional properties (such as orbital energies mentioned above, or energy of a

vibration mode), these energies must be identical (degenerate). Hence, sym-

metry directly indicates that if a number of vibration modes are mixed by

symmetry they must be degenerate, and should belong to the same degenerate

symmetry species. A triple degeneracy is designated as F (or sometimes T), a

quadruple degeneracy (four-fold) is designated as G, and a quintuple degen-

eracy (five-fold) is designated as H.

2.8.3 Symmetry Species in Linear Molecules

Linear molecules are a very important class of chemicals that includes diatomic

gases and other molecules with great impact on our planet, such as carbon

dioxide. Linear molecules belong to one of the two point groups, CNv or DNh. A

different set of symbols is used to designate symmetry species in linear molecules.

Greek letters identical to the designation of electronic states in atomic bonding

are used. The Greek letter s (or capital S) is used to designate symmetry

representations symmetrical with respect to the principal infinite axis (molecular

axis). A superscript plus or minus signs (s1 or s�) are used to designate species

that are symmetric or anti-symmetric with respect to a plane of symmetry

through the molecular principal axis. The symbols p, D, and P are used to

designate degenerate species with the degree of degeneracy increasing in the

same order. Subscripts g and u are also used to designate symmetry with respect

to a center of symmetry as we discussed earlier. Table 2.8 shows the character

table of the DNh point group to which the carbon dioxide molecule belongs.

2.8.4 Classification of Normal Vibration by Symmetry

For a molecule with N atoms, the 3N – 6(5) normal vibration modes ( phonons)

can be classified into symmetry species. A vibration mode would belong to a

symmetry species if the mode’s symmetry properties transform the same as those

of the species under different symmetry operations. Different methods have been

used to classify normal vibration modes into symmetry species. In this section we

discuss what is considered the simplest method in which the classification process

can be achieved by inspection for simple small molecules. The water molecule is a
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Figure 2.18 Normal vibration modes of water molecule and their transformation
under symmetry operations of a C2v point group: (a) O–H symmetric
stretch, (b) O–H asymmetric stretch, and (c) O–H bending.
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classical example for such a method. A water (H2O) molecule is a tri-atomic,

nonlinear molecule that belongs to the C2v point group. Hence, in addition to the

three translations (Tx, Ty, and Tz) along the three Cartesian axes, and the three

rotations (Rx, Ry, and Rz) about them, the molecule has 3 [(3�3)–6] normal

vibration modes. These three normal vibration modes are O–H symmetric

stretch, O–H asymmetric stretch, and O–H in-plane bending (Figure 2.18a–c).

By inspection, it can be shown that the O–H symmetric stretch mode is sym-

metric for the three symmetry operations of the group; hence it belongs to the

totally symmetric species A1. Inspection of the O–H in-plane bending mode also

reveals that the mode is symmetric for all symmetry operations of the group, and

also belongs to the A1 species. Inspection of the O–H asymmetric stretch mode,

however, reveals that the mode would transform symmetrically only for the in-

plane mirror (syz), but it would transform asymmetrically for the other sym-

metry operations and, hence, it belongs to the B2 species. Therefore, we can say

that, for a water molecule, two of the three normal vibration modes belong to the

A1 symmetry species, while the third belongs to the B2 species. Consulting the

character table for the C2v point group (Table 2.7) reveals that different com-

ponents of the polarizability tensor belong to the same symmetry species, hence,

all the three normal vibration modes of the water molecule are Raman active.

The reader will realize that the three normal vibration modes of the water

molecule belong to two of the four symmetry species available in the point

group. A question might be raised regarding the other two symmetry species of

the group, namely A2 and B1. Inspection of the translation motion along the

three Cartesian axes reveals that Tz belongs to the totally symmetric species A1,

Ty belongs to B2, while Tx belongs to B1. Also, inspection of the three rotations

about the three Cartesian axes reveals that Rz belongs to A2, while Ry and Rx

belong to B1 and B2, respectively. Realizing, as we mentioned before, that

different polarizability tensor components belong to all four symmetry species

in this case indicates that rotational modes in the water molecule are also

Raman active. While rotational Raman spectroscopy is beyond the scope of

this section, the reader is referred to several references where the subject has

been discussed.6,7 Table 2.9 lists the nine degrees of freedom (rotation, trans-

lation, and vibration modes) for a water molecule and the symmetry species

they belong to.

While the inspection method for classifying vibration modes into symmetry

species might be achievable in the case of a small simple molecule, the method

becomes hard to apply as the molecular structure becomes more complicated.

Thanks to the efforts of Herzberg,8 the number of normal vibration modes

in each symmetry species can be calculated using mathematical formulae

(Herzberg’s formulae) specific for each point group. For the C2v point group,

the Herzberg formulae are expressed as:

A1 : 3mþ 2mxz þ 2myz þmo � 1

A2 : 3mþmxz þmyz � 1

B1 : 3mþ 2mxz þmyz þmo � 2

B2 : 3mþmxz þ 2myz þmo � 2;
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and the total number of atoms (N) is given by:

N : 4mþ 2mxz þ 2myz þmo

where, m is the number of sets of nuclei not on any symmetry elements, mo is

number of nuclei on all symmetry elements, mxy, myz, and mxz represent the

number of sets of nuclei lying on the xy, yz, and xz planes, respectively, but not

on any other rotation axis in these planes.

Considering our example for the water molecule, m¼ 0, mo¼ 1 (the oxygen

atom), mxz¼ 0, myz¼ 1 (hydrogen atom), and the total number of atoms (N)

equals 3. Hence, the number of normal vibration modes is 2, 0, 0, and 1 for the

symmetry species A1, A2, B1, and B2, respectively, as was determined by

inspection before. Character tables for the 32 molecular point groups as well as

Herzberg formulae for them are listed in Appendices 1 and 2, respectively.

To this end, it should be clear that as a monochromatic light (a laser)

interacts with a molecule each Raman active vibration mode will contribute a

peak to the molecule Raman spectrum. Based upon the vibration frequency

of the mode (v), and the frequency of the excitation laser (vo), the Raman

peak will appear at a certain wavenumber (ṽ ) as described in Equation (2.6).

The frequency of a vibration mode (v) is actually scaled to the reduced mass

of the atoms involved in the mode as well as the stiffness (spring constant)

of the chemical bond between these atoms, and can be mathematically

expressed as:

vE

ffiffiffiffi

k

m

r

ð2:12Þ

where k is the bond spring constant and m is the reduced mass calculated as:

m ¼
m1m2

ðm1 þm2Þ
ð2:13Þ

where m1 and m2 are the atomic masses of the two chemically bonded atoms.

Table 2.9 The nine degrees of freedom for a water molecule, and the sym-

metry species they belong to.

Degree of freedom Symmetry species

x Translation B1

y Translation B2

z translation A1

x Rotation B2

y Rotation B1

z Rotation A2

O–H symmetric vibration A1

O–H Asymmetric vibration B2

O–H Bending vibration A1
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Based upon the symmetry of a chemical species, the number of its constituent

atoms, their masses, as well as the nature and strength of chemical bonds

connecting its atoms, a unique Raman spectrum identifying the species should

be expected. Hence, Raman spectroscopy is a unique diagnostic technique

capable of ‘‘finger printing’’ various chemical species. Figure 2.19 shows the

Raman spectrum of liquid benzene and liquid toluene. Note the significant

difference between the two spectra as the result of replacing one of the

hydrogen atoms in benzene with a methyl (CH3) group to create the toluene

molecule.

2.8.5 Raman Overtones and Combination Bands

In a Raman spectrum of a certain molecule, one should expect to observe a

Raman peak for each Raman active mode of the molecule. Additional modes,

however, are commonly observed in a Raman spectrum. These modes are

known as combination and overtone modes. A combination mode results when

two Raman active modes combine together and contribute a new Raman peak

into the spectrum. The position of the combination mode will be at (or very

close to) the sum of the positions of the combined modes. An overtone mode

will represent a higher order of a Raman active mode. A second-order

mode will be at (or close to) twice the frequency of the original mode. A third-

order will be at (or close to) three times the frequency, etc. For example,9

Figure 2.20 shows the Raman spectrum of a graphitic (pyrocarbon) sample.

The spectrum contains Raman bands at 1354, 1581, and 1620 cm�1 as the first-

order Raman modes. These are known in the literature as the D, G, and D0-

bands, respectively. The spectrum also exhibits Raman bands at 2708, 3185,

and 3245 cm�1, as the second-order Raman bands of the aforementioned first-

orders, respectively. In addition,vii the spectrum exhibits a Raman peak around

2950 cm�1 that is a combination mode of the D-band and the G-band. Notably,

in general,viii higher order Raman bands appear with much lower intensity.

For this reason, second-order Raman peaks are commonly observed, while

third-order Raman peaks are seldomly observed.

2.8.6 Molecular and Lattice Raman Modes

Now, we understand that based on the symmetry of a molecule or a crystal

certain vibrational modes will be Raman active according to the selection rule

discussed above. Importantly, in molecular crystals, where the crystal lattice

sites are occupied by molecules, symmetry rules can be applied on two levels:

the molecular level and the crystal level. Hence, in addition to Raman active

viiThe origin of the 2450 cm Raman band in HOPG and carbon nanotubes was reported in 2005 as a
second-order longitudinal optical mode resulting from a double resonance effect. Detailed dis-
cussion can be found in T. Shimada, T. Sugai, C. Fantini, M. Souza, L. G. Cançado, A. Jorio,
M. A. Pimenta, R. Saito, A. Grüneis, G. Dresselhaus, M. S. Dresselhaus, Y. Ohno, T. Mizutani
and H. Shinohara, Carbon, 2005, 43, 1049.

viiiThe second order of the D-band (known as the G0-band or the 2D-band) is an exception for the
general rule also due to its double resonance effect in graphite.
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molecular modes, a new set of Raman active crystal or lattice modes can be

observed. This is very common in polymer crystals as well as protein crystals.

This point will be examined further as we discuss chemical and structural

perturbation effects of Raman scattering in the next section.

Figure 2.19 Raman spectra of (a) benzene and (b) toluene as examples of the fin-
gerprinting capabilities of the Raman technique.
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2.9 Raman from an Energy Transfer Viewpoint

A different viewpoint from which to consider the light scattering phenomenon

could be as follows: as a monochromatic light interacts with or excites matter,

atoms or molecules in the matter could be considered as virtually excited from

their equilibrium energy state into a higher excited energy state having the same

energy as the excitation light (E¼ hv). The excited species would instanta-

neously descend into a lower energy state emitting light (the scattered light)

having energy equal to the energy difference between two levels. Figure 2.21

shows a schematic of the process. As virtually excited species descend into a

lower energy level, three possibilities should be considered. First, there is the

Ground electronic state

Excited electronic state

Virtual excited state (Laser energy level) νo

∆ν

Rayleigh Scattering Raman Scattering

Stokes lines

Raman Scattering

anti-Stokes lines

ϖ=ν0 ϖ=ν0−∆ν ϖ=ν0+∆ν

Figure 2.21 Ground and excited energy states describing Raman phenomenon from
the energy transfer viewpoint.

Figure 2.20 Raman spectrum of graphite showing Raman first order, combinations,
and second order modes. (Reproduced with kind permission from Wil-
helm et al., ref, 9. Copyright American Institute of Physics 1998.)

81Raman Spectroscopy; the Diagnostic Tool



possibility that a species descends back to its original ground energy state. In

this case the emitted energy will be equal to the gained energy, and the scattered

light will have the same frequency as the incident or exciting light. During this

process no energy gain of loss would have taken place. The scattering process

will be the elastic scattering known as Rayleigh scattering.

Secondly, we consider the possibility that a species excited from the equili-

brium ground state descends into an excited state. In this case, the emitted energy

will equal the gained energy minus the energy difference between the electronic

ground and excited states. The scattered light will have a frequency equal to

(vo –Dv) (Figure 2.21). In this case the scattered light (photon) has a lower energy

than the incident photon. The scattering process is inelastic scattering, which we

termed Raman scattering. Raman scattering in which the scattered photon has

less energy than the incident photon is also known as Stokes-lines.

Thirdly, we should consider the possibility that a species excited from a high

energy state descends into the equilibrium ground state. In this case, the emitted

energy will equal the energy gained plus the energy difference between the

electronic ground and excited states. The scattered light will have a frequency

equal to (vo+Dv) (Figure 2.21). The scattered photon will have higher energy

than the incident photon. The scattering process is, again, inelastic, or Raman

scattering. This type of Raman scattering, where the scattered photon has more

energy than the incident photon, is known as anti-Stokes lines.

While this explanation or description of the Raman phenomenon is very

simple, and could be described as too simple, it serves an important purpose in

explaining two crucial characteristics of the Raman phenomenon; first, it

emphasizes that the Raman position depends on the relative position of the

electronic energy states in the atom or molecule. Hence, any perturbation field –

such as a strain field, a magnetic field, a thermal excitation, or a chemical

potential resulting from a surrounding environment – that affects such an

electronic structure should be expected to affect the Raman peak position.

Secondly, the description makes it clear that Stokes and anti-Stokes lines are

related to electronic state population, i.e., distribution of atoms or molecules

among available ground and excited electronic states in the system. Hence, the

characteristics of Stokes and anti-Stokes lines should be correlated to the very

well-known Boltzmann equilibrium distribution. We discuss these two impor-

tant features in the following sections.

Before this discussion, however, it is important to point out an essential point

regarding the nature of Raman scattering as just described. The name ‘‘Stokes’’

and ‘‘anti-Stokes’’ Raman lines came into use in memory of G. G. Stokes who

pioneered work in fluorescence. This, as well as the simplified description of

Raman scattering just discussed, might give the wrong impression that the

phenomena of fluorescence and Raman scattering are cognate. In fluorescence,

the incident photon of light is completely absorbed by the interacting molecule

which then is actually raised into an excited electronic level. After a certain time

spent in the excited level (lifetime), the molecule actually descends into a lower

electronic state and, thereby, emits light with a frequency lower than that it

originally absorbed. This mechanism is completely different from the Raman
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scattering mechanism. In Raman scattering, the incident light photon is never

absorbed, but rather induces the molecule to undergo a vibrational or rota-

tional transition. The molecule is never actually excited into a higher electronic

state and this is why the term virtually excited was used. If the term virtually

excited is still not clear, one may think of it as excited with a zero lifetime in the

excited state! This also may help in differentiating Raman from fluorescence

peaks. The event lifetime is usually reflected in the peak full width at half

maxima (FWHM). Fluorescence peaks are always much broader than Raman

peaks. In addition, an essential difference between the two phenomena becomes

clear when considering the fact that fluorescence can be quenched by adding a

species capable of absorbing the energy (by collision) from the molecule while it

is in the excited state. Hence, the molecule will descend into the lower electronic

state without emitting light. Raman scattering cannot be quenched since the

molecule is never actually residing in the excited state.

2.10 Boltzmann Distribution and its Correlation to

Raman Lines

In one of his great works, Boltzmann calculated the equilibrium (or most

probable) distribution of a number of species among a number of energy levels

such that the total energy of the system is constant. Following Boltzmann’s

notion, and using the electronic distribution among electronic states as an

example, one may pose the question as: If a molecule has a ground electronic

state (energy level) (eo) and a number of allowed excited (higher energy) states

(e1, e2, e3, etc.), what would be the most probable (equilibrium) distribution of

electrons among such electronic states at a constant total energy of the system

(the molecule)? Boltzmann’s answer for such an important question is known

as Boltzmann’s distribution which is given by the following equation:

Ni

N
¼

e�
�i=kBT

ZðTÞ
ð2:14Þ

The partition function Z(T) is defined as:

ZðTÞ ¼
X

e�
�i=kBT ð2:15Þ

According to Boltzmann’s distribution, at a certain temperature, most atoms

will reside in the lowest possible energy state. Higher energy states will be

populated with an exponentially decreasing number of electrons as the energy

of the state increases. Bearing in mind the previously discussed origin of Stokes

and anti-Stokes lines, their relative intensity should correlate to the local

temperature of the molecule as follows:

IS

IAS
¼

ðvo � vvÞ
4

ðvo þ vvÞ
4
exp hvv=kBT½ � ð2:16Þ
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where IS is the Stokes line intensity, IAS is the anti-Stokes line intensity, and all

other symbols are the same as described before.

This adds another important utility to Raman scattering as a diagnostic tool:

the ability to remotely measuring the local temperature of a system. It has to be

added, however, that as evident from Equation (2.16), the IS/IAS intensity ratio

for a vibrational mode increases with a power of four dependence on the fre-

quency of the mode. Hence, from a practical viewpoint, as the wavenumber of a

Raman band increases, its anti-Stokes line intensity decreases tremendously

and becomes harder to quantify. This puts a practical limit on our ability to

utilize many high wavenumber Raman lines for temperature measurements

purposes. For good Raman scattering materials (such as diamond), the limit of

this method, however, can still be useful for many applications and investiga-

tions. Figure 2.22 shows the temperature of a single-crystal diamond sample as

obtained from the IS/IAS ratio [see Equation (2.16)] versus the reference tem-

perature.10a From the figure, the temperature obtained from the non-contact

Raman intensity method clearly agrees perfectly with the reference temperature

up to around 750K. Significant deviation (in the range of 75K) can be observed

at high temperatures. Such deviation (which can be denoted as error in the

temperature measurements) is most plausibly due to electronic resonance and

coupling effects at higher temperatures. This is the same obstacle faced by

Einstein and Debye during their attempts to develop theoretical expressions

describing the phonon contribution to heat capacity of crystals over a wide

range of temperature. It is also important to note that the temperature beyond

Figure 2.22 Single-crystal diamond sample temperature as obtained from the Stokes/
anti-Stokes ratio versus the reference temperature. (Reproduced with
kind permission from Cui et al., ref. 10a. Copyright American Institute
of Physics 1998.)
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which deviation in the Raman measurements starts to occur does not only

depend on the nature of the material but also on the system size (bulk or

nano). As we will discuss in Chapter 4, Stokes/anti-Stokes temperature mea-

surements for carbon nanotubes suffer from resonance effects even at room

temperature.

2.11 Perturbation Effects on Raman Bands

Qualitatively speaking, any field that perturbs the electronic structure of a

molecule or crystal will cause shifts in the Raman line position. Applying

external strain, adding heat, interacting with a chemical environment, or even

local perturbations resulting from structural imperfections such as vacancies,

dislocations, substitution, and interstitial impurities are all examples of pertur-

bation fields that have been shown to result in measurable Raman peak shifts.

Such Raman peak shifts were investigated, and quantified. They contributed to

the uniqueness of Raman spectroscopy as a diagnostic tool in several field.

2.11.1 Strain Effects

The effect of applied strain/stressix on crystal symmetry and its phonon fre-

quency are part of what is known as morphic effects. The term morphic effects

was first coined by Hans Mueller of MIT in 1940 to denote symmetry changes

in crystals induced by external generalized forces and leading to changes in the

macroscopic properties of the system.11

Morphic effects and their impact on the Raman spectrum of the material

have attracted the interest of many investigators. Expressions relating phonon

frequencies to applied strain tensors as well as experimental results have been

reported for various crystal classes. For a three-dimensional crystal, the com-

ponents of a strain tensor were found to affect different vibrational modes

differently based upon the phonon symmetry in respect to strain component

direction. Some of the Raman active modes tend to shift to lower wavenumber

(redshift), others tend to shift to higher wavenumbers (blue-shifts), while some

modes did not show any shifts. Morphic effects in silicon single crystals were

thoroughly investigated by Anastassakis et al.12 in the 1970s and De Wolf13 in

the 1990s. Considering morphic effects on Raman spectra, it is important to

realize that, owing to symmetry lowering under non-hydrostatic loading con-

ditions (non-symmetrical strain tensors), degenerate Raman peaks most com-

monly split and start to appear as separate peaks in the spectrum. This should

not be surprising because once the crystal symmetry was altered under loading

effects vibration modes that used to have the same frequency and result in a

degenerate Raman peak will have different frequencies and result in separate

Raman peaks. Such ability of the Raman technique has been heavily utilized in

ixSince we mainly work within elasticity limits, stress and strain are linearly correlated. The reader
should, however, note that it is the strain that affects the symmetry and, hence, it is the important
quantity to focus on.
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investigating strain effects on single-crystal silicon wafers and profoundly

benefited the electronic and MEMS (microelectromechanical systems) industry.

It also enabled fundamental advancements in the field of laser machining of

electronic materials. The work of Amer et al.14 is a good example of the Raman

technique capabilities in this field.

For a much simpler loading condition, the effect of applying simple uniaxial

tensile strain along the c-axis of a sapphire (Al2O3) single crystal fiber on its

Raman active mode at 417 cm�1 is demonstrated in Figure 2.23. The figure

shows that this particular Raman mode shifts linearly to lower wavenumbers

under the effect of uniaxial tensile strain.

In such a case, once caution has been taken to ensure that other non-zero

component of the strain tensor will not dramatically affect the Raman peak

position of the mode under consideration, the line shown in Figure 2.23 can be

used as a calibration line for Raman mode position versus strain. Such cali-

bration can be utilized to determine the axial strain level in strained fibers based

on their measured Raman mode position. Figure 2.24 shows a strain profile

measured along a 500-micron long graphite fiber embedded in epoxy. Such

capability of the Raman technique paved the road for important investigations

in solid mechanics and particularly in fibrous composites mechanics. The work

of Young et al.,15 Galiotis,16 and Amer et al.17,18 in the 1980s and 1990s are

good examples of Raman applications in the field of composite mechanics.

2.11.2 Heat Effects

It was shown that heating or cooling the system would cause its phonons to

soften or harden, respectively. This indicates that raising the system tempera-

ture would cause the system’s normal vibration modes to shift to lower

wavenumbers and vice versa. Plotting a Raman mode position for a

413.5

414

414.5

415

415.5

416

416.5

417

417.5

0 0.2 0.4 0.6 0.8

Uniaxial Tensile Strain (%) in the C axis Direction

R
am

an
 A

ct
iv

e 
m

o
d
e 

at
 4

1
7
 c

m
-1

Figure 2.23 Effect of uniaxial tensile strain along the c-axis of a sapphire single
crystal on Raman peak position.

86 Chapter 2



non-constrained crystal as a function of temperature would also yield a linear

relation as shown in Figure 2.25 for single crystal diamond. Notably, the peak

position–temperature relationship deviates from linearity at lower tempera-

tures (around 800K in this case). In addition, if the sample experiences a

structural (phase) transition, such a linear relationship should be expected to

change. Unpredicted electronic transitions (such as transition into a super-

conducting state) were also shown to cause anomalies and step-like changes in

Figure 2.24 Strain profile measured along a 500-micron long graphite fiber embedded
in epoxy (left), and calculated interfacial shear stress (ISS) profile (right).
(Reproduced with kind permission from Amer et al., ref. 17. Copyright
Elsevier 1996).

Figure 2.25 Diamond (1332 cm�1) Raman peak position dependence on temperature
as reported by several research groups (ref. 10b–d). (Reproduced with
kind permission from Cui et al., ref. 10a. Copyright American Institute of
Physics 1998.)
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the Raman peak position–temperature relationship. Hence, it is crucial to note

that such a linear relationship is applicable within well-defined temperature

ranges that are different for different materials.

Occasionally, and incorrectly, the Raman peak position–temperature linear

relationship has been generalized and used as a temperature calibration curve

to estimate the system temperature. Most notably, this relationship between the

Raman mode position and the system temperature cannot be used as a cali-

bration curve for temperature determination, even in a calibrated range,

without paying attention to the effects of constraints. While deviation from

linearity, observed in Figure 2.25, was related to the relative importance of the

effect of phonon–phonon and phonon–electron interactions on the Raman

frequency, it is also important to note that physical constraints on the sample

would also play a major role in the observed relationship between the Raman

peak position and sample temperature. Hence, the effects of physical con-

straints, especially for thin films on solid substrates, should not be ignored in

such investigations. The linear relationship shown in Figure 2.25, however, is

not completely useless. If a Raman mode was calibrated against strain and

temperature, within a practical range, a measure for the coefficient of thermal

expansion of the material can, then, be deduced.

2.11.3 Hydrostatic Pressure Effects

Hydrostatic pressure effects on Raman spectra of materials systems both in

liquid and solid states have been investigated.19 For bulk systems,x Raman

mode shifts under the effect of hydrostatic pressures have been used to inves-

tigate phase transitions in solids, coordination changes in molecular com-

pounds, and to calculate compressibility of crystalline solids.

Regarding phase transitions, Figure 2.26 shows the dependence of solid H2S

Raman vibration modes on applied hydrostatic pressure in the range 0–20GPa

at room temperature (300 1K). H2S has a structure similar to that of water.

Hence it belongs to the C2v point group, and has three molecular vibration

modes: a symmetric stretch mode (n1) around 2560 cm�1, an asymmetric stretch

mode (n3), which is not observable at ambient pressures, and a bending mode

(v2) around 1160 cm�1. As shown in Figure 2.26(a), the symmetric stretch

mode (n1) broadens and undergoes a redshift while the bending mode (n2) is

slightly affected by increasing the hydrostatic pressure. As the applied hydro-

static pressure reaches about 11GPa, the asymmetric stretch mode (v3) becomes

very observable as a separate splitting peak that undergoes a redshift as the

pressure is further increased. Simultaneously (at 11GPa of applied pressure)

another (v2) mode appears around 1250 cm�1 which undergoes a blue-shift as

the pressure is further increased. In addition to the aforementioned changes in

the molecular Raman modes, five new lattice modes appear as the applied

pressure exceeds 11GPa, as shown in Figure 2.26(b), clearly indicating a phase

xBulk systems will be used in this book to describe material systems that are not thermodynamically
small and, hence, are not nanosystems.
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transition. It is notable that all five lattice modes undergo a blue-shift with

increasing pressure, a typical behavior of crystalline solids. More detailed

Raman investigation were used to construct the complete pressure–temperature

phase diagram of hydrogen sulfide, showing a liquid phase at room tempera-

ture and atmospheric pressure along with three different solid phases, as shown

in Figure 2.27.20,21

Several empirical and semi-empirical correlations have been developed to

correlate the symmetric stretch Raman mode frequency (v1) to the corre-

sponding chemical bond length. For example, Hardcastle and Wachs have

developed an empirical correlation between the Raman symmetric stretching

frequencies (v1) of vanadium–oxygen bonds and their bond lengths, L, in

vanadium oxide reference compounds22 as follows:

v1 ¼ 21 349 expð�1:9176LÞ ð2:17Þ

where vl is in cm�1 and L is in Å.

By measuring the symmetric stretch Raman band positions as a function of

hydrostatic pressure for vanadate-based compounds such as TbVO4 and

DyVO4 and utilizing Equation (2.17), the V–O bond length could be obtained

Figure 2.26 Effect of hydrostatic pressure on (a) Raman spectra and (b) peak posi-
tion of H2S. (Reproduced with kind permission from Pucci and Piccitto,
ref. 19. Copyright Elsevier 1991).
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as a function of pressure. This allowed the calculation of crystal volume as a

function of pressure, which is simply known as the P–V equation of state

(EOS). An EOS for a material system is very well known to be crucial for

predicting the system’s thermodynamic properties. Equations of state also

provide important insights into the nature of molecular interactions within a

system. Figure 2.28 shows the P–V equation of state obtained from Raman

spectroscopy for TbVO4 and DyVO4 compounds as reported by Chen et al.23

2.11.4 Structural Imperfections Effects

If we would like to predict the effect that structural imperfections might have on

the Raman spectrum of a system, we will definitely need to consider two facts:

first, that structural imperfections alter the system symmetry – if not on the

local or molecular level, then definitely on the crystal or long range level – and,

secondly, that there is always a strain field associated with such structural

Figure 2.27 Pressure–temperature phase diagram of H2S. Data points of each phase
were determined by Raman measurements. (Reproduced with kind
permission from Shimizu et al., ref. 20. Copyright American Chemical
Society 1991.)
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imperfections. Whether the imperfection is a point, linear, or planar imper-

fection, there will be always a symmetry alteration and a strain field associated

with it, which will have a measureable effect on the Raman spectrum. For

example, non-stoichiometry as point defects in nickel oxide (NiO) and barium

titanate (BaTiO3) are found to have a measureable effect on the characteristics

of the Raman spectra of the compounds.24,25 Non-stoichiometry in NiO11x

induces a new Raman active peak, the intensity of which depends linearly on

the non-stoichiometry level as shown in Figure 2.29.

In addition, planar defects such as grain boundaries were found to induce a new

Raman active peak around 1360 cm�1 in the spectrum of graphite. In their pio-

neering work, Tuinstra and Koenig,26 back in the 1970s, compared the intensity

ratio (R) of the defect induced mode around 1360 cm�1 (usually referred to as the

D band) and the in-plane shear mode (E2g) around 1575cm�1 (usually referred to

as the G band) (R¼ I1360/I1575) to grain size measurements (La) obtained from X-

ray diffraction. They reported a linear correlation between the two quantities as

shown in Figure 2.30. The work of Knight and White27 on various carbon

materials showed later that the linear dependence of R on La can be expressed as:

LaðÅÞ ¼ CR�1 ð2:18Þ

over the extended range 25oLao3000 Å, and the constant C was reported to

be 44 for excitation laser wavelength near 514.5 nm. Importantly, systematic

investigation of the dependence of the constant C on laser excitation wave-

length revealed that it does indeed depend on the excitation laser wavelength.28

The dependence was found to be linear, and an empirical equation of the form:

ClL ¼ �126þ 0:33lL ð2:19Þ

was proposed for lL ranging between 400 and 700 nm.29 The accuracy of the

proposed relation was estimated by 10%. As we will discuss in Section 4.2

Figure 2.28 P–V equation of state obtained from Raman spectroscopy for TbVO4

and DyVO4 compounds. (Reproduced with kind permission from Chen
et al., ref. 23. Copyright Applied Spectroscopy Society 1992.)
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(Raman spectroscopy of fullerenes), one should be cautious in applying

empirical relationships unless the experimental conditions are exactly the same

as these used to establish the relationship.

2.11.5 Chemical Potentials Effects

A molecule placed in a fluid medium (gas or liquid) will have energy that is

usually referred to as cohesive energy or self-energy (mi) associated with it. This

energy is given by the sum of its interactions with all the surrounding molecules.

The chemical potential of a molecule in a system at equilibrium (m), which is the

total free energy per molecule, is related to the molecule’s self-energy (mi)

according to the equation:

m ¼ mi þ kBT lnXi ð2:20Þ

where Xi is the mole fraction of the molecule species in the system. Notably,

if a unary system is considered, Xi¼ 1, and the self-energy is equal to the

chemical potential. In addition, since the chemical potential is a free energy,

Figure 2.29 Effect of stoichiometry on the defect induced Raman band intensity (RI)
in NiO11x. Different symbols are for different samples quenched from
different temperatures as shown in the figure. (Reproduced from ref. 25,
courtesy of Professor B.C. Cornilsen, Michigan Technical University,
USA.)
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Figure 2.30 Raman spectra of HOPG (a), commercial graphite (b), and activated
charcoal (c). Insert: intensity ratio of the D-band and the G-band cor-
related to the graphite crystal size (La) as measured using X-ray dif-
fraction. (Reproduced with kind permission from Tuinstra and Koenig,
ref. 26. Copyright, American Chemical Society 1970.)
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Equation (2.20) indicates that (mi) is associated with the enthalpic contribution

(energy interactions), and the term kBlnXi is associated with entropic con-

tribution. This term results from the confinement of the molecule in the system

and is referred to by various names, such as the ideal gas entropy, the config-

urational entropy, or the confinement entropy, the ideal solution entropy, the

entropy of dilution, and the entropy of mixing.30

In general, molecules can feel the chemical potential (or the presence) of other

chemical moieties near them within a certain range. This range is, in fact, the

range of the chemical interaction that can develop between the molecule and

neighboring chemical moiety. Such interactions usually have a range of one to a

few atomic diameters, and hence are in the ångström to nanometer range.

Longer range interactions also exist between macromolecules and surfaces. Their

interaction range, however, rarely exceeds 100 nm. It is important to emphasize

that in the previous statement we are not talking about strong chemical inter-

action resulting from primary chemical bonds, such as ionic, covalent, or metallic

bonds, which would permanently change the nature of interacting moieties.

Here, we are rather talking about secondary chemical interaction resulting from

weak interactions between the two moieties on the level of hydrogen bonding and

van der Waals and London interactions. These types of interactions affect the

nature of the interacting moieties temporary, and their effect disappears once the

interaction is no longer taking place. They have been known as solvent inter-

actions. Solvent effects have been known to affect the Raman spectral char-

acteristics of different systems such as proteins,31 solid–liquid solutions,32,33

polymers,34 binary liquid solutions,35 and aqueous foams.36 Raman shifts in the

range 5B20 cm�1 due to solvent effects are typical. Figure 2.31 demonstrates the

Figure 2.31 Changes in C–O stretch mode of methanol as a function of methanol
mole fraction in a methanol–water mixture. (Reproduced with kind
permission from Amer et al., ref. 35. Copyright Elsevier 2006.)
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solvent effect on Raman spectra. The figure shows the change in the C–O stretch

mode position resulting from interaction of the methanol with water molecules in

methanol–water binary mixtures with different compositions. Notably, a plateau

can be observed in the Raman peak position trend, indicating a phase transition

in the system.35 Phase transitions in methanol–water binary systems have been

observed through molecular simulation studies37,38 and neutron diffraction

spectroscopy.39 The demonstrated ability of the Raman technique to probe

structures on the nano and meso scales definitely adds to its power as a diag-

nostic technique excellent for nanotechnology investigations.

2.12 Resonant Raman Effect

In Section 2.9 we discussed the Raman phenomenon from an energy transfer

viewpoint. One of the important aspects to be satisfied is that the energy level

(E¼ hv) of the excitation laser used should be far from any excited energy level of

the system being excited for Raman scattering. If the excitation laser used hap-

pened to have an energy that is the same or very close to the energy of an excited

level in the material system, a resonance effect will take place. This phenomenon

is known as the resonance Raman effect. Details of and selection rules for the

resonance Raman effect are beyond the scope of this book. However, resonance

Raman phenomenon can sometimes be used to observe and investigate very

weak Raman bands due to the very strong intensity enhancement it produces.

2.13 Calculations of Raman Band Positions

Several quantum mechanics based methods have been developed to enable the

calculation of the Raman spectrum of a chemical moiety. These methods are

based upon empirical, semi-empirical, and density functional theory con-

siderations. Several commercial and free codes have been written and are

available on commercial and free download bases. While the theories and

methods of molecular simulations used for such calculations are beyond the

scope of this book, two points are important to emphasize and mention in this

section because they can be correlated to the previous and the next sections of

this chapter. First, it is important to know that calculated Raman peak posi-

tions are usually made for molecules in vacuum. Care must be taken to include

the effect of the molecule environment (air is the most common to miss) if

comparison with experimental results is intended. In other words, the chemical

potential of molecules in the surrounding environment should not be ignored

when comparison between calculated and measured Raman bands is essential.

Secondly, it is also important to note that while accurate calculations of the

Raman peak positions can be made, the intensity of the Raman band cannot be

calculated. This is a consequence of the Raman activity conditions we discussed

earlier in Sections 2.4 and 2.8. The Raman activity condition, in fact, classifies a

normal vibration mode as Raman active with a probability¼ 1, or non-active
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with a probability¼ 0. The exact probability cannot be determined from the

theory. Hence, the relative intensity cannot be calculated. Raman intensities, or

to be exact, relative intensities will be discussed in the next section.

2.14 Polarized Raman and Band Intensity

The intensity of a Raman band is usually measured as the integration of the area

under the Raman peak. This should be appropriately referred to as integrated

intensity. This is different from the height of the Raman peak. Sometimes,

however, the term intensity is used in the literature to refer to integrated intensity.

As we discussed in the previous section, the intensity of a Raman band cannot be

predicted based on theoretical aspects. Instead, experimental measurements are

needed to determine such intensities. The intensity of a Raman active vibration

mode, however, does depend on the symmetry species of the mode in context of

the polarization direction of the exciting light relative to the molecule or crystal

orientation. The relative Raman intensity of a mode (I) can be expressed as:

I / eiR esj
2

�

�

� ð2:21Þ

where ei and es denote the electric vector of the incident and the scattered laser

(polarization directions), respectively, while R represents the Raman scattering

tensor of the particular Raman mode under consideration. The Raman tensor is

a second rank tensor, which is the polarizability tensor we discussed earlier, and

is specific for particular symmetry species in different point groups. Appendix 3

lists the Raman scattering tensors for different symmetry species in the 32 crystal

point groups. Recent developments in single molecule spectroscopy and surface-

enhanced Raman scattering enabled the experimental investigation of Raman

scattering tensors for individual molecules40 and biological assemblies.41

Note that each of the vectors and the tensor employed in Equation (2.21) has

to be expressed in the same set of axes. Scattering tensors are customarily

expressed in the crystal principal axes directions a, b, and c. Experimental mea-

surements are more conveniently carried out in the space Cartesian axes system x,

y, and z. Hence, it is necessary, in certain cases, to convert the crystal principal

axes system into a space Cartesian system using the very well-known tensor

rotation technique. Let us consider Equation (2.21) again and see how each of its

right-hand side terms can be expressed in the space Cartesian axes system.

Let us consider a space Cartesian axes system as shown in Figure 2.32.

For simplicity, we will consider an orthorhombic crystal oriented, as shown in

the figure, with its c-axis along the z-axis, and a-axis having an angle y with the

x-axis. Using a polarizer, it is possible to control the polarization direction of

incident light. If we send the incident laser along the positive direction of the z-

axis (from up to down) polarized in the x direction, the electric field vector of

the incident light (ei) can be expressed as:

ei ¼ 1 0 0½ � ð2:22Þ
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If we collect scattered light travelling along the negative direction of the z-

axis, and only allow the x-polarized component of this scattered light to be

recorded,xi the scattered light electric vector (es) can be expressed as:

es ¼
1

0

0

2

4

3

5 ð2:23Þ

For the sake of demonstration, we consider an orthorhombic crystal with a

D2h point group symmetry and see how the intensity of an Ag Raman active

mode would depend on the crystal orientation as the crystal is rotated about the

c-axis as shown in Figure 2.32. For the Ag mode in a D2h point group, the

Raman tensor expressed in the crystal principal axes system (a, b, and c) takes

the form:

RAg ¼
aa 0 0

0 ab 0

0 0 ac

2

4

3

5 ð2:24Þ

Figure 2.32 Schematic arrangement showing an orthorhombic crystal and laboratory
axes considered in the Raman intensity analysis. (Reproduced with kind
permission from Amer et al., ref. 43. Copyright American Institute of
Physics 2001.)

xiSuch experimental setup in which the incident light travels along the positive z-axis, polarized in
the x direction, while the collected scattered light travels along the negative z-axis polarized in the
x direction is expressed as zxxz̄ in what is referred to as Porto notations.
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According to tensor rotation rules,42 the Raman tensor expressed in the

Cartesian axes system can be given as:

R
xyz
Ag ¼ URAg

�U ð2:25Þ

where U is the rotation matrix, and Ū is its transpose. For the geometry shown

in Figure 2.32, the rotation matrix can be expressed as:

U ¼
cos y sin y 0

� sin y cos y 0

0 0 1

2

4

3

5 ð2:26Þ

Substituting from Equations (2.22)–(2.26), the intensity Equation (2.21) can

be rewritten as:

I / aa cos
2 yþ ab sin

2 y
�

�

�

�

2
ð2:27Þ

Figure 2.33 shows experimental results43 obtained from a single-crystal high-

temperature superconductor (YBCO) as fitted to Equation (2.26). The dependence

of Raman intensity on the experimental setup and the crystal or molecule orien-

tation adds another utility to the technique as a diagnostic tool. Polarized Raman

Figure 2.33 Ag Raman mode peak intensity for a single YBCO crystal as a function of
crystal rotation angle (y) about its c-axis. Solid line, ymeasured from the a-
axis direction, dashed line y measured from the b-axis direction. Experi-
mental data fitted to Equation (2.26). (Reproduced with kind permission
from Amer et al., ref. 43. Copyright American Institute of Physics 2001.)
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has been utilized to investigate grain structure and to measure grain boundary

mismatch angles in thin film coatings. Figure 2.34 shows a 30�30-micron map of

the grain orientation in a 2.5nm thick YBCO film as measured by polarized

Raman spectroscopy. The map clearly shows a band with almost 401 mis-

orientation resembling a twin boundary in the substrate that was reflected into the

film structure. Such investigations have enabled important correlations between

the film structure and its performance in high-temperature superconducting

films.44 Orientation measurement ability of polarized Raman spectroscopy has

also contributed greatly in investigating and understanding liquid crystals.45 We

will discuss polarized Raman measurements of carbon nanotubes in Chapter 4,

when Raman scattering in fullerenes is considered.

2.15 Dispersion Effect

Based on our discussion of the Raman phenomenon so far, one should expect

that as the excitation laser wavelength changes, the Raman band wavenumber

should remain the same. This is true and has been experimentally verified.

Figure 2.34 A 30�30 micron map of grain orientation in a 2.5-nm thick YBCO film
as measured by polarized Raman spectroscopy. (Reproduced with kind
permission from Amer et al., ref. 43. Copyright American Institute of
Physics 2001.)
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The position of certain Raman modes, however, shows dependence on the

excitation laser wavelength. This phenomenon is known as the dispersion effect.

The dispersion effect is clearly demonstrated in the disorder induced mode in

graphite (the D band) around 1335 cm�1. Figure 2.35 shows the Raman spectra

of poly(para-phenylene) graphitized at 2400 1C. The three spectra were pro-

duced using laser excitation wavelengths of 647 (1.92 eV), 514.5 (2.41 eV), and

457.9 nm (2.71 eV).46 Such dispersion behavior is a characteristic feature of the

resonant behavior of the Raman D band in carbon materials.

Systematic investigation of the dispersion phenomenon in the D band of

different carbon materials showed that the position of this disorder induced

band increases (shows a blue-shift) linearly with increasing energy (EL) (or

reducing the wavelength) (lL) of the excitation laser.47 The same behavior was

observed for the second order (or the overtone) of the D band, usually referred

to as the G0 band around 2700 cm�1. The slope of the linear dependence of the

D band position on the excitation laser energy was found constant regardless of

the type of the carbon materials and almost equal to 50 cm�1 eV�1. The slope

for the overtone G0 band was found to be almost twice that for the D band at

around a value of 100 cm�1 eV�1. This should not be surprising since the G0

band is the second harmonic of the D band as we mentioned before. Figure 2.36

shows the dependence of the D band and its overtone G 0 band (second-order

Figure 2.35 Raman spectra of poly(para-phenylene) (PPP), graphitized at 2400 1C,
produced with three different excitation laser energies: 1.92, 2.41, and
2.71 eV. (Reproduced with kind permission from Mathews et al., ref. 46.
Copyright American Physical Society 1999.)
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band) positions on the excitation laser energy (EL) for different types of carbon

materials as reported by Marucci et al.48

2.16 Instrumentation

While full description of Raman instrumentations is beyond the scope of this

section, it is important for the reader to have basic idea on the essential ele-

ments of the Raman instrument. The most important thing to know is that

Raman instrumentation is a very dynamic field. It enjoys major leaps with

every advance made in electronics, optical devices, control software, or data

capturing and analysis fields. Several book chapters devoted to Raman

instrumentation have been published. The reader is encouraged to refer to these

resources for details regarding such an important aspect of the Raman tech-

nique.49–51 Figure 2.37 shows a schematic of a Raman micro-probe. Generally

speaking, the instrument consists of six main parts: an excitation light source,

an optical guiding system, an optical microscope, a spectrometer, a detector,

and a data acquisition unit.

Figure 2.36 Dependence of the D band and its overtone G0 band positions on the
excitation laser energy (EL) for different types of carbon materials.
(Reproduced with kind permission from Marucci et al., ref. 48. Copy-
right Materials Research Society 1999.)
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The excitation light source is always a laser. It can be a monochromatic laser

or a tunable dye laser. The most commonly used lasers line in Raman spec-

troscopy is the argon ion line at 514.5 nm. Other laser lines are very widely used

as well. Solid-state lasers with an excitation wavelength in the 780 nm range are

preferred for biological samples to avoid, or reduce, the detrimental effect of

florescence. Recently, UV lasers in the 200–300 nm wavelength range have

become preferred for carbon nanotube investigations.

Regular optical microscopes are used to focus the laser light on the sample,

to collect the backscattered light and send it to the spectrometer, and to define

the Cartesian axes for the experiment for polarization directions definition

purposes. Moving microscope stages (with a micron and submicron step size)

are widely used to conduct Raman mapping experiments. With a typical optical

microscope, the spatial resolution of the technique will be limited to the size of

the laser spot interaction volume with the sample. Confocal optical arrange-

ments have been utilized to enhance the spatial resolution. A spatial resolution

of 1 micron was successfully reached. This allowed good resolution depth

profiling of interfacial regions in layered materials systems.52 More recently,

high-resolution near-field microscopes were employed to further enhance the

spatial resolution and capabilities of the Raman technique.53

The purpose of the spectrometer is twofold: First to separate the Rayleigh

scattered light from the Raman signal (by Rayleigh light rejection), which can

be done by a holographic notch filter, an edge filter, or a monochromator.

Notch filters will enable the collection of both Stokes and anti-Stokes lines,

while edge filters will allow collection of the Stokes Raman lines only. In

addition to being, currently, less expensive than notch filters, edge filters have

the advantage of allowing observation of Raman lines closer to the Rayleigh

line.

The second purpose of the spectrometer is to analyze the collected optical

signal, which is carried out by dispersing the incoming light according to its

L
a
se

r

Computer

Detector

Microscope

Spectrometer

Figure 2.37 Schematic illustration of a typical Raman microscope.
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wavelength and then reimaging the output spectrum at the exit slit. The spec-

trometer consists of a group of gratings and mirrors that can be arranged in

different ways to give one of the following spectrometer subclasses:

1. Monochromator, which presents one wavelength at a time from the exit

slit, and can be tuned to select the required wavelength.

2. Scanning monochromator: in this case the monochromator is motorized

to scan a range of wavelengths sequentially.

3. Polychromator: in this arrangement, selected wavelengths are presented

at various exit slits.

4. Spectrograph: in this arrangement, a range of wavelengths is imaged at

an exit plane, and there is no exit slit.

5. Imaging spectrograph: in this case, special corrective optics are used to

maintain better image quality along the two axes of the imaging plane.

Monochromators usually have high resolution, high stray light rejection, but

low throughput. Spectrographs, on the other hand, have lower resolution,

lower stray light rejection, but higher throughput. A spectrometer can contain

one or more of the aforementioned subclasses arranged in a way to give single,

double, triple, or a single plus double monochromator systems. Spectrographs

can also be combined with monochromators in the same system. Notably, the

Figure 2.38 Raman map of the distribution of silicon carbide particulates in a silicon/
silicon carbide composite. (Reproduced with kind permission from Amer
et al., ref. 55. Copyright Elsevier 2006.)
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more sophisticated the spectrometer system is, the higher its resolution, the

higher its stray light rejection capability, and the lower its throughput will be.

Higher stray light rejection allows observation of Raman bands closer to the

laser line.

Detectors can be either a single channel or multi-channel. Single-channel

detectors (photomultiplier tubes, PMTs) read one wavelength at a time, and

have long been used in Raman studies due to their high sensitivity, low back-

ground count, wide covered range, reliability, and relatively low cost. Their

main disadvantage is the low sensitivity, requiring a long time to record a

spectrum. Multi-channel detectors can be an intensified diode array or a

charge coupled device (CCD). They are both an array of light sensitive units

and they record a wide range of wavelengths at the same time. CCDs are the

state-of-the-art detectors. They have the ability to record almost every striking

photon of collected scattered light. It is hard to catch up with the rapid

developments in the field of CCD cameras. Time-gated CCDs and time-gated

confocal microscopy have recently shown strong potential for another lead in

the field.54

The data acquisition unit is simply a PC interfaced with the detector to store,

display, and manipulate the data. Advanced data manipulation software has

been developed to enable better data presentation, especially in the Raman

imaging branch of experimental Raman spectroscopy.

The optical guiding system consists of a group of mirrors to direct the

laser beam from the source to the sample and back to the spectrometer,

holographic filters to remove the plasma lines from the laser beam, and a set of

polarizing units to control the polarization of the incident and the scattered

beams. It is important to add that recently instruments have been developed

with the ability to obtain microscopic images known as ‘‘Raman images’’. Two

approaches have been described to obtain a Raman image. The first involves

the illumination of the whole field-of-view of the microscope uniformly with the

laser light. The microscope then transfers the sample image to a mono-

chromator that selects predetermined wavelengths to be imaged on a TV

camera at the exit focal plane. If the predetermined wavelength represents

the Raman band of an element or a compound, the image will show the dis-

tribution of that element or compound within the selected area of the sample.

The second approach to Raman imaging involves using a computer-controlled

stepping motor driven sample stage. An area of the sample is mapped by

recording spectra from a series of spatial points. The produced map can be

either one- or two-dimensional profiles that show the intensity of the Raman

band of a certain element or compound. Figure 2.38 shows a Raman map

for the distribution of silicon carbide in a silicon/silicon carbide composite.

The map was produced based upon the finger-printing SiC Raman peak

intensity.55

Figure 2.39 shows an optical micrograph of a laser machined silicon wafer

and 80�80 micron Raman map of the induced stresses as measured from the

shift in the silicon peak position.56
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CHAPTER 3

Fullerenes, the Building Blocks

3.1 Overview

In this chapter, fullerenes as nano-material building blocks will be discussed.

The beginning of fullerenes and their current state will be covered. Their

structures and production techniques will be examined. From a structural

dimensionality viewpoint, fullerenes can be classified into zero-, one-, or two-

dimensional structures. Zero-dimensional fullerenes include spheroidal cage-

like nano-carbon species that were traditionally referred to as fullerenes; they

include C60, C70, C80, etc. One-dimensional fullerenes include tubular-like

fullerenes, as well as single-, double-, and multi-walled carbon nanotubes.

By two-dimensional fullerenes we refer to the recently isolated graphene sheets,

including single- and multi-layered graphene sheets. Chapter 4 deals with the

properties of these building blocks. It is important to realize that comparing

the properties of graphite to those of graphene is an excellent way to demon-

strate the size/performance dependence of a material system, and to demon-

strate the change in behavior upon entering the nano-domain.

3.2 Introduction

As discussed in Chapter 1, for a concept to develop into a technology, the

availability of suitable building blocks is a must. Material building blocks

enable experimental verification of the theory behind the concept and provide

the essential ingredient enabling devices and products to be built, bringing the

new technology into reality. In our case, nanotechnology is based upon nano-

building blocks that are essentially small thermodynamic systems (Chapter 1).

Hence, for nanotechnology, any thermodynamic small system is, indeed, a

building block. Consequently, any cluster of matter, regardless of its physical

size, which would be on the order of any of the scale lengths discussed in

Chapter 1, should satisfy the definition and can be considered as a building

block. To this end, many systems can be defined as building blocks. Some of

these building blocks are, themselves, made of smaller building blocks such as
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biological cells, or even biological species. If we consider the subject from such

a viewpoint, the perimeter of nanotechnology building blocks will be too large

to consider in detail. To keep the subject focused and of practical value, we will

concentrate on some of the recently discovered and investigated building blocks

which are essentially man-made. The word ‘‘some’’ in the previous statement

was used intentionally since, in fact, recently developed and produced man-

made nano-building blocks themselves are too many to discuss in detail. The

list is already long, and new building blocks are produced, investigated, and

reported often. The reported list in the literature includes nanowire, nano-rods,

nano-cones, nano-horns, nanospheres, nanoshells, etc., each of which has been

produced from several different materials.

Based on our previous discussion of matter in the nano-domain, it can be

inferred that nature is the best designer for nanosystems. Interestingly, nature

used one particular element most frequently in its designs, especially for living

systems: carbon. Hence, as we discuss the building blocks of nature’s preferred

technology, carbon-based building blocks should be a good choice for dis-

cussion. At the end of Chapter 1, we examined nanophenomena that were

observed in systems based mainly on metallic clusters in the nano-domain. In

this chapter we focus on carbon-based building blocks, namely, fullerenes.

Fullerenes are a recently discovered form of crystalline carbon. They come in

different geometrical shapes. Spherical, or generally speaking, balloon-like,

shapes are usually referred to as fullerenes or buckyballs. Cylindrical shapes are

more popularly known as single-walled carbon nanotubes (SWCNT), and,

more recently, the single-sheet form referred to as graphene has also been

produced and utilized as a building block for nanotechnology. Figure 3.1 shows

the different types of carbon nanospecies1,2 discussed in this chapter, namely,

fullerenes, single- and multi-walled carbon nanotubes, carbon nano-onions,

and graphene sheets. In addition, examples of recently created nano-hybrid

structures3–12 will be demonstrated and discussed from a materials science

viewpoint. Figure 3.2 shows examples of such nano-hybrid structures (some-

times referred to as mesostructures). In these structures different nano-building

blocks, are incorporated into new structures. For example, Figure 3.2(a) shows

a mesostructure known as a peapod. In this structure fullerene molecules are

inserted inside single-walled carbon nanotubes (C60@SWCNT). Figure 3.2(b)

shows a different type of structure, usually referred to as nano-buds. In nano-

buds, fullerene molecules are attached to the surface of single-walled carbon

nanotubes. Figure 3.2(c) shows an example of more complex mesostructures in

which several fullerene molecules are attached at different sites on the surface of

single-walled carbon nanotubes.

3.3 Fullerenes, the Beginnings and Current State

Historically, the possibility of creating graphite balloons similar to geodesic

cages was first discussed in 1966 by David Jones who was writing under the

pseudonym ‘‘Daedalus’’ in the journal the New Scientist.13,14 The most famous
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form of fullerene molecules, however, is the 60 fullerene or C60, commonly

known as buckyball, made of 60 carbon atoms in a spherical shape that

resembles a soccer ball. The earliest record of a fullerene molecule, however,

was in an article (in Japanese) by Eiji Osawa in 1970.15 In this article, Osawa

speculated that such a molecule would be stable. In 1971, Osawa and Yoshida

described the speculated molecule in more detail in a book – also in Japanese –

Figure 3.2 Transmission electron microscopy photographs and computer generated
images of (a) peapods (C60@SWCNT), (b) nano-bud, and (c) a mesos-
tructure incorporating nanotubes and several [60] fullerenes. [(a) Repro-
duced with kind permission from Bandow et al., ref. 11. Copyright Elsevier
2001. (b) and (c) Reproduced with kind permission from Nasibulin et al.,
ref. 3. Copyright Nature Publishing Group 2007.]

Figure 3.1 Different types of carbon nanospecies. Single-walled carbon nanotubes
(SWCNTs), multi-walled carbon nanotubes (MWCNTs), [60], [240], and
[540] fullerene, carbon nano-onions (CNOs), graphene nano-ribbons
(GNRs), and nanotorus (NTr). (Adapted with kind permission from
Delgado et al., ref. 1. Copyright The Royal Society 2008; and from Liu
et al. ref. 2, Copyright Nature Publishing Group 1997).
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on aromatic chemistry.16 Two years later, in 1973, Bochavar and Gal’pern17

used Hückel calculations to determine the energy levels and molecular orbitals

in the C60 molecule. Later, in 1981, Davidson18 applied general group theory

techniques to a range of highly symmetrical molecules, one of which was the

C60. Hence, it is clear that by 1981 the idea of stable fullerene molecules did, in

fact, exist and early studies had been carried out to explore the energy levels

and molecular orbitals as well as symmetry properties of such molecule. The

molecule itself was not yet experimentally observed.

In September 1985, such observation took place. While trying to simulate

stellar nucleation conditions19 of cyanopolyyenesi using the, then recently,

developed laser vaporization cluster technique by Richard Smalley and

his co-workers20 at Rice University, USA, Curl, Kroto, Smalley, and their

co-workers vaporized graphite and a serendipitous discovery was made.

The C60 molecule was observed and found to be remarkably stable.21–25 The

molecule was named Buckminsterfullerene (later fullerene for short) after

the famous architect Buckminster Fuller (1895–1983) who first created the

geodesic cage or dome design that the fullerene molecule resembles.26

Figure 3.3 shows a photograph of Buckminster Fuller and his famous geodesic

dome design.

This interesting and long awaited discovery triggered a scientific race to

investigate each and every aspect of the new molecule.27–37 At first, however,

progress was slow due to the fact that the amount of C60 produced by Smalley’s

method was minute. The real race of development started in 1990 with the

findings of Krätschmer of the Max Planck Institute at Heidelberg, Huffman of

the University of Arizona, and their co-workers, who could produce C60

molecules in macroscopic amounts using a simpler, more accessible technique

Figure 3.3 Buckminster Fuller and his famous geodesic dome design. (r Courtesy of
Buckminster Fuller Institute).

iSome carbon chain molecules known as cyanopolyyenes were earlier discovered in interstellar
regions streaming out of red giant carbon stars. Cyanopolyyenes has the form H–C�C–C�C–
C�N with 5, 7, 11, and up to 33 carbon atoms.
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than that used by Smalley.30 The new technique vaporized graphite using a

simple carbon arc in helium atmosphere. The soot deposited on the walls of the

vessel, once dispersed in benzene, produced a reddish solution. Once dried, the

solution produced beautiful crystals of ‘‘fullerite’’, which turned to be made of

90% C60 and 10% C70. By using the method of Krätschmer and Huffman, C60

and other allotropes of fullerenes could be produced in reasonable amounts in a

way accessible to many laboratories. This accelerated the fullerene investigation

race and started what Curl described as ‘‘the Dawn of Fullerenes’’.38 By 1991

fullerenes were the subject matter of 90% of the most cited papers, and the

subject is still of current scientific interest.

In 1991, Sumio Iijima of the NEC laboratories in Japan reported:

‘‘the preparation of a new type of finite carbon structure consisting of

needle-like tubes. Produced using an arc-discharge evaporation method

similar to that used for fullerene synthesis.’’39

Electron microscopy revealed that the needles consist of co-axial tubes of

several graphitic sheets (between 2 and 50). These new molecular cylinders of

graphitic sheets were called carbon nanotubes. In fact, Iijima’s report on car-

bon nanotubes was not the first in the literature. As early as 1952, Radush-

kevich and Lukyanovichii reported, in the Journal of Physical Chemistry of

Russia, the first TEM evidence for the tubular nature of some nano-sized

carbon filaments. In 1974, Oberlin, Endo, and Koyama working on benzene-

derived carbon fibers reported that:

‘‘These fibres have various external shapes and contain a hollow tube

with a diameter ranging from 20 to more than 500 Å along the fibre

axis.’’40,41

Figure 3.4 shows the transmission electron micrographs first produced by

Endo and Iijima for what we currently refer to as carbon nanotubes. The history

of carbon nanotubes and the question of who should be credited for their

discovery was recently discussed by Monthioux and Kuznetsov.42

In 1993, Iijima and Ichihashi reported the observation of a more interesting

carbon nanospecies, the single-walled carbon nanotubes.43 They found the

single-shell tubes in carbon soot formed in a carbon arc chamber similar to that

used for fullerene production. Figure 3.5 shows the original transmission

electron micrograph of single-walled carbon nanotubes.

The discovery of fullerene molecules in 1985 and the later discovery of

carbon nanotubes in early 1990s established a new field of carbon nanosciences

and triggered an active international scientific race to investigate the structure

and properties of such fascinating molecules and to discover other allotropes of

iiL. V. Radushkevich and V. M. Lukyanovich, O strukture ugleroda, obrazujucegosja pri termi-
ceskom razlozenii okisi ugleroda na zeleznom kontakte, Zurn. Fisic. Chim. 1952, 26, 88–95.
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this class of matter. The search for new allotropes of carbon was crowned in

2004 with the ability to isolate and manipulate single sheets of graphite cur-

rently referred to as graphene sheets or nano-ribbons.44,45 Graphene sheets are

essentially related to a much older form of graphite known as exfoliated gra-

phite. In the exfoliated form, graphite is expanded by up to hundreds of times

along its c-axis. Scientific and technological developments in the field of exfo-

liated graphite took place in the late 1960s when flexible graphite foils

were made of exfoliated graphite and used for high-temperature gaskets and

seals.46 The ability to isolate single layers of graphene, however, at the age of

nanotechnology spawned intensive research into the synthesis, properties,

applications, and methods of the mass production of this new form of car-

bon.47–56 Production methods of the graphene ribbons involve both traditional

exfoliated graphite techniques and more sophisticated techniques based on

unzipping of carbon nanotubes.57 The importance of graphene sheets lies in the

fact that they provide a unique opportunity for experimental investigation of

truly two-dimensional systems – an opportunity that scientists never had

before. In their profound recent article,58 Geim and Novoselov described

graphene as:

‘‘the mother of all graphitic forms. It can be wrapped into a 0D bucky-

balls, rolled into 1D nanotubes, or stacked into 3D graphite.’’

Figure 3.4 (a) Electron microscopy micrograph that first appeared in Endo’s original
dissertation and republished in 1974. (b) Transmission electron micro-
graph and cross sections of multi-walled carbon nanotubes. [(a) Repro-
duced with kind permission from Oberlin et al., ref. 41. Copyright Elsevier
1976. (b) Reproduced with kind permission from Iijima, ref. 39. Copyright
Nature Publishing Group 1991.]
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Figure 3.6 schematically represents the different branches of the graphitic

family.

More recently, carbon aromatic chains – a unique flat one-dimensional form

of nano-carbon – were derived from graphene sheets.59 Despite that, since its

inception, the carbon nanoworld was believed to be round (as in fullerene

Figure 3.5 Original electron micrograph by Iijima and Ichihashi showing single-shell
carbon nanotubes. The tube labeled 1 in (b) is 0.75 nm in diameter; the
tube labeled 2 is 1.37 nm in diameter. Straight and terminated (4 and 5)
tubes can be seen. (Reproduced with kind permission from Iijima and
Ichihashi, ref. 43. Copyright Nature Publishing Group 1993.)
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molecules and cylinders) – the new flat forms of carbon nanospecies showed

that even the carbon nano-world could be flat.

In the following sections we will examine the structure and properties of

different types of fullerenes. We can discern three classes of fullerenes: zero-

dimensional fullerenes, which include the different types of spheroidal fullerene

molecules, one-dimensional fullerenes, which include cylindrical fullerenes

such as nanotubes, and two-dimensional fullerenes that include flat graphene

sheets and ribbons. Notably, while the zero-dimensionality description could

be appropriate for small fullerene molecules with a limited number of carbon

atoms (such as C60) it cannot be claimed as accurate for giant fullerene

molecules with a large number of carbon atoms (such as C540). Also, based

upon our discussion of the history and beginnings of fullerene science, the

dimensionality classification, interestingly, follows the discovery trend of these

fullerenes.

Figure 3.6 Different branches of the graphitic family; two-dimensional graphene that
can be (a) wrapped into zero-dimensional fullerenes, (b) rolled into
nanotubes, or (c) stacked into three-dimensional graphite. (Reproduced
with kind permission from Geim and Novoselov, ref. 58. Copyright
Nature Publishing Group 2007.)
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3.4 Zero-dimensional Fullerenes: The Structure

Fullerene molecules are closed hollow cage-like spheroidal molecules made of a

number (n) of covalently bonded carbon atoms. The nomenclature most

commonly used is either Cn or [n] fullerene. The structure of the carbon cage in

fullerenes consists of several hexagons and pentagons. It is known that carbon

in its sp2 hybridization state creates planar sheets of connected hexagons. The

introduction of pentagons in such a flat structure causes the sheet to wrinkle

and curve due to slight changes in the C–C bond length. According to Euler’s

theorem for polyhedra, the number of faces ( f ), vertices (v), and edges (e) of a

polyhedron should be correlated by:

f þ v ¼ eþ 2 ð3:1Þ

Hence, if we consider a polyhedron consisting of h hexagons and p pentagons,

the following three relations should be satisfied:

f ¼ pþ h; 2e ¼ 5pþ 6h; 3v ¼ 5pþ 6h ð3:2Þ

This yields that:

6ð f þ v� eÞ ¼ p ¼ 12 ð3:3Þ

Then, for any fullerene Cn having a cluster of n atoms (with n always even

and larger than 20), and consisting of only pentagons and hexagons, closed

cage-like structures consisting of 12 pentagons and (n–20)/2 hexagons can be

constructed. This rule is important in predicting fullerene structures. The ori-

ginal discovery, as mentioned above, was for n¼ 60. Then, according to Euler’s

rule, the structure should be a cage-like molecule made of 60 covalently bonded

carbon atoms arranged in 12 pentagons and 20 hexagons.

The smallest possible fullerene molecule should be the C20. In this case the cage

structure should consist of only 12 pentagons. While, theoretical studies60 have

noted that abutting pentagons raise the p-energy and cause structural destabili-

zation, experimental observation of the C20 molecule was reported in 2000.61,62

Prinzbach et al.61 showed that the cage-structured C20 can be produced from its

per-hydrogenated form (dodecahedrane C20H20) by replacing the hydrogen atoms

with relatively weakly bound bromine atoms, followed by gas-phase debromi-

nation. The C20molecules that were produced, however, were rather unstable, but

their fleeting existence was confirmed using mass-selective anion photoelectron

spectroscopy. Molecular simulations based on density functional theory calcu-

lations confirmed the experimental observation of a [20] fullerene molecule.63,64

Other isomers of the 20-carbon cluster taking the shapes of a bowl containing

both hexagons and pentagons and a ring were also reported. Figure 3.7 shows the

three structural forms of a 20-carbon cluster: a caged fullerene, a bowl, and a ring.

Despite the ‘‘pentagon rule’’ stating that abutting pentagons are destabiliz-

ing, C20 molecules were produced and experimentally observed. The stability of
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other forms of fullerene molecules – Cn, with n¼ 24, 28, 32, 36, and 50 – were

also investigated and the structures were shown to be stable as well.22

On the other extreme of the size scale for fullerene molecules we usually

find giant fullerene containing hundreds and even thousands of carbon

atoms.24,65–70 The largest fullerene molecule reported in theoretical studies is

C4860.
71 Notably, however, the exact shape and structure of large fullerenes is

still not fully resolved. Fullerenes usually form isomers. As the number of

carbon atoms in the fullerene molecule increases, the molecule can assume

different geometrical shapes or structures, all of which can still satisfy both the

Euler and the pentagon rules mentioned above.72–75 Hence, it would be logical

to realize that as the fullerene size increases the number of possible structures or

isomers the molecule may assume also increases. These different possible

structures of the different isomers would belong to different symmetry groups.

Therefore, making definitive assignment of higher fullerene structures and

symmetry becomes difficult.76–78 For example, while C60 can be formed in only

one structure that belongs to the icosahedral symmetry (Ih), C80 can be formed

in seven different structures belonging to any of the six different symmetry

groups (Ih), (D5d), (D2), (D3), (D5h), or (C2v).
60,76 Figure 3.8 shows two of the

seven C80 isomers belonging to the D5d and the Ih symmetry point groups.

Table 3.1 shows the number of isomers (Ni) obeying the isolated pentagon rule

and symmetry point groups of common fullerene molecules.

Theoretical studies based on density functional theory (DFT) calculations

shows that large fullerenes of icosahedral symmetry prefer faceted over sphe-

rical shapes.79 Figure 3.10 shows the faceted as well as the hypothetical sphe-

rical shapes of large fullerenes. Very few of such molecules have been

experimentally observed in individual forms. Many have been observed as one

of the shells in a nano-onion structure. Nano-onion structures are discussed

later Section 3.8.

Out of the huge possible number of fullerene molecules, merely five have

been produced in significant quantities, rendering them most accessible and

making their experimental investigation attractive. These fullerene molecules

are C60, C70, C76, C78, and C84. In terms of structural symmetry, their structures

Figure 3.7 The three structures of a 20 carbon atom cluster: (a) [20] fullerene, (b) a
bowl shaped graphene, and (c) a ring. (Reproduced with kind permission
from Prinzbach et al., ref. 61. Copyright Nature Publishing Group 2000.)

118 Chapter 3



have been identified to belong to eight different symmetry groups: C60 belongs

to the Ih symmetry; C70 belongs to the D5h symmetry; C76 belongs to the D2

symmetry; C78 has five isomers that can belong to any of the three symmetry

groups D3, D3h, or C2v; C84, however, has 24 isomers that can belong to dif-

ferent symmetry groups.80–85 Figure 3.11 shows the eight possible lowest energy

structures assumed by the five most accessible fullerenes. Atom numbering is

based on the IUPAC system. The roman numbers used to distinguish fullerenes

belonging to the same symmetry group are those given by Fowler and

Manolopoulos in their atlas of fullerenes.85

The possibility of isomerization in higher fullerenes while still satisfying the

isolated pentagon rule can be understood by the notion of the formation of a

Stone–Wales (SW) rearrangement in the fullerene cage structure. The Stone–

Wales rearrangement involves a 901 rotation of one of the carbon bonds in the

structure.86 Figure 3.12 shows the interconversion of the C78 molecule between

the C2v and D3h isomers via a Stone–Wales rearrangement.73,87

Figure 3.8 Two isomers of the C80 fullerene molecule belonging to (a) the D5d point
group and (b) the Ih point group. (Reproduced with kind permission from
Schmalz et al., ref. 76. Copyright Elsevier 1986.)

Table 3.1 Number of isomers (Ni) obeying the isolated pentagon rule and

symmetry point groups of common fullerene molecules (based on

data in refs 76,77 and 86)

Fullerene Ni Point group symmetry

C60 1 Ih
C70 1 D5h

C76 1 D2

C78 5 D3, 2D3h, 2C2v

C80 7 D2, 2D3h, 2C2v, D5h, D5d, Ih
C82 9 3C2, C2v, 2C3v, 3Cs

C84 24 See Figure 3.9 for illustration
C88 35 See ref. 73 for the full list
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The stability of some isomers of higher order fullerenes is, indeed, an issue. For

example, the C2v(II) isomer of 78 fullerene (Figure 3.11f) was reported to be stable

for only 5 months, after which it is completely degraded.88 No issues regarding

the stability of C60, or many of the other produced fullerenes, have been reported

so far in inert environments. While the fact that fullerenes are typically produced

in electric arcs with temperatures well above 4000 1C in inert atmospheres sup-

ports the notion that once produced fullerenes are inherently stable, some studies

showed that [60] fullerene is stable in a low pressure of inert atmospheres only up

Figure 3.9 The 24 isomers of C84 that satisfy the isolated pentagon rule.
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to 950 1C. Issues have also been raised regarding the stability of C60 in the pre-

sence of oxygen. While some recent studies based on infrared spectroscopy

showed that the molecule is stable up to 600–650 1C, earlier studies based upon

high-performance liquid chromatography suggested the degradation of C60 into

C120O even at room temperature in the presence of oxygen.89,90

Figure 3.10 Facetted and spherical structures of large Ih fullerenes. (Reproduced with
kind permission from Bakowies et al., ref. 79. Copyright American
Chemical Society 1995.)
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Figure 3.11 The eight possible lowest energy structures assumed by the five most
accessible fullerenes. Structures of (a) C60-Ih, (b) C70-D5h, (c) C76-D2,
(d) C78-D3, (e) C78-C2v(I), (f) C78-C2v(II), (g) C84-D2(IV), and
(h) C84-D2d(II). (Reproduced with kind permission from Taylor and
Burley, ref. 78. Copyright Royal Society of Chemistry 2007.)
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Of the most accessible aforementioned fullerenes, C60 and C70 are the most

investigated members. This most probably is due to their availability since the

two isomers of fullerene are usually obtained in 75% and 24% yield, respec-

tively, through the most common production method – the arc-discharge

method of Krätschmer and Huffman.30 The reminder of the process product

(1%) is usually a mixture of other forms of carbon, including higher fullerenes,

reaching to higher than C100.
78,84 In the following section we examine the

structures of these two most investigated fullerene molecules.

3.4.1 Structure of the [60] Fullerene Molecule

Once described as the most beautiful molecule,91 C60 or [60] fullerene has a

unique structure. The fullerene cage for C60 molecules has 12 pentagons and 20

hexagons (Figure 3.13). Inspection of the structure shows that each and every

pentagon is surrounded by five hexagons. This makes C60 the smallest fullerene

having no butting pentagons.

Two types of C–C bonds have been distinguishediii in the [60] fullerene

structure (Figure 3.13). These are the C–C bond bordering a hexagon and a

pentagon, known in the literature as ‘‘a5’’, and the C–C bond bordering two

hexagons, known in the literature as ‘‘a6’’. The lengths of these bonds have been

measured experimentally by NMR and neutron diffraction methods.80,83,92,93

They were reported to range between 1.455 and 1.46 Å for the a5 bond, and

between 1.4 and 1.391Å for the a6 bond. The neutron diffraction method

always yielded the lower value of the length range.94 Recently, it was shown

that such bond length distribution matches the molecular simulation results for

Figure 3.12 Interconversion of the C78 molecule between the C2V and D3h isomers via a
Stone–Wales rearrangement of a single carbon bond. (Reproduced with
kind permission fromDiederich andWhetten, ref. 73. Copyright American
Chemical Society 1992.)

iii In some texts, these bonds are further distinguished and classified as single and double bonds. The
author prefers to avoid such distinction due to the well-known fact that such sharp distinction is
hard to make in aromatic structures.
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an unperturbed C60 molecule. Any perturbation of the molecule by an external

thermodynamic field, however, was shown to dramatically alter the C–C bond

length distribution in the fullerene molecule.95 Figure 3.14 shows the C–C bond

distribution in a C60 fullerene molecule interacting with different numbers of

water molecules, as determined by semi-empirical molecular simulation.

Clearly, the chemical potential of the interacting water molecules tremendously

alters the bond length distribution within the fullerene cage. The results show

that as the number of interacting molecules increases, the C–C bond length

distribution within the fullerene molecule broadens and shifts to lower values.

This would definitely have an impact on fullerene properties, as we will show in

the following sections.

The C–C bonds in a [60] fullerene molecule (the vertices of the molecule) are

usually considered in the literature to form a regular truncated icosahedron. In

fact, this is an accepted approximation since the length difference between the

a5 and the a6 bonds causes the molecule to slightly deviate from being a regular

truncated icosahedron. The diameter of the [60] fullerene molecule is an

important parameter. Generally speaking, the diameter of an icosahedral

fullerene (di) can be calculated based upon the number of carbon atoms (n) and

the average C–C bond length (aC–C) according to the equation:

di ¼
5

ffiffiffi

3
p

ac�c

p

ffiffiffiffiffi

n

20

r

ð3:4Þ

Using an approximated average value of 1.44 Å yields the diameter of the

C60 icosahedron as 6.88 Å. However, importantly, the effective diameter of the

C60 molecule has to include the thickness of the p-electron shell associated

Figure 3.13 Structure of [60] fullerene molecules showing the two different types of
C–C bonds; the ‘‘a5’’ bordering a pentagon and a hexagon, and ‘‘a6’’
bordering two hexagons.
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with the sp2 hybridization status of the carbon atoms forming the molecule

(Figure 3.15). Estimating the p-electron shell thickness as 3.37 Å, based on the

very well-characterized interplanar distance in graphite, gives an effective dia-

meter of a C60 molecule very close to 1 nm. Recalling (from Chapter 1) that the

correlation length (x) is typically on the order of 1 nm makes the fullerene

molecule a perfect example of a nano-system where the system size is on the

same order as one of the system’s characteristic lengths scales discussed in

Chapter 1.

The internal cavity of a [60] fullerene molecule has attracted much attention.

From our previous discussion, the internal cavity for C60 would be on the

order of a 4 Å diameter cavity surrounded by a 3 Å-thick shell of electrons

(Figure 3.15). This triggered a line of investigation involving fullerenes

(especially C60) with incarcerated atoms. This class of fullerene is referred to as

incar-fullerenes, endo-fullerenes, or endohedrals.96–125 Different endo-full-

erenes have been investigated theoretically and prepared experimentally.

Incarceration of different elements in several types of fullerenes was also

investigated. The different elements investigated included nitrogen, hydrogen,

Figure 3.14 C–C bond distribution in a [60] fullerene molecule interacting with dif-
ferent numbers of water molecules. (Reproduced with kind permission
from Amer et al., ref. 95. Copyright Elsevier 2005.)

125Fullerenes, the Building Blocks



noble gases (helium, neon, argon, krypton, and xenon), different metal nitrides,

and different types of metallic, non-metallic, and even radioactive atoms. Table

3.2 shows different endo-fullerenes investigated and reported in the literature.

Endo-fullerenes, in general, and the easily produced incartrimetalnitrido-

fullerenes,126 in particular, have opened a new gate to another unchartered

territory. The technological and biomedical applications of such class of full-

erenes are very promising and still to be explored.97,101,123,127 Figure 3.16 shows

different types of endo-fullerene molecules in which an atom, multiple atoms,

or a molecule are incarcerated in a fullerene cage of variable sizes or shapes.

3.4.2 Structure of the [70] Fullerene Molecule

The structure of next most investigated fullerene, [70] fullerene, is slightly dif-

ferent from that of [60] fullerene. According to the Euler construction rule for

polyhedra, five extra hexagons exist in the structure of the [70] fullerene

molecule compared to that of C60. Figure 3.17 shows the structure of the [70]

fullerene molecule with the extra five hexagons clearly observed. These five

extra hexagons extend the cage structure in one direction, rendering a shape

resembling that of a rugby ball. As mentioned above, the C70 molecule comes in

only one structure (Figure 3.17) and belongs to the D5h symmetry point group.

Unlike the C60 molecule, where all the carbon atom sites are equivalent, there

are five different carbon atom sites in the C70 molecule.128 This leads to eight

Figure 3.15 The 1 nm effective diameter of the [60] fullerene molecule, including the
thickness of the p-electron shell associated with sp2 hybridization of the
carbon atoms. (Reproduced with kind permission from Tycko et al.,
ref. 93. Copyright American Chemical Society 1991.)
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different types of C–C bonds in the molecular cage. Figure 3.18 shows the

structure of the C70 molecule, elucidating the five nonequivalent carbon sites

and the eight different C–C bonds connecting them. Theoretical calcula-

tions129,130 as well as experimental investigations131,132 were conducted to

determine the C–C bond lengths in C70. Table 3.3 shows examples of modeling

and experimental results for the eight different C–C bonds in [70] fullerene as

reported in the literature.

As we will discuss later, the five extra hexagons in the [70] fullerene molecule

cause measurable differences in its properties and behavior compared to the

properties and behavior of the [60] fullerene molecule. This is also true for the

Table 3.2 Various endo-fullerenes investigated and reported in the literature.

Fullerene Metal Reference

Fullerenes incarcerating one atom
C28 Hf, Ti, U, Zr 109
C36 U 109
C44 K, La, U 109,112
C48 CS 112
C50 U 109
C60 Li, K, Ca, Co, Y, Cs, Ba, Rb, La, Ce, Pr, Nd, Sm,

Eu, Gd, Tb, Dy, Ho, Er, Lu, U
110,114

C70 Li, Ca, Y, Ba, La, Ce, Gd, Lu, U 109,111,114
C72 U 109
C74 Sc, La, Gd, Lu 112,113,115
C76 La 109,115
C80 Ca, Sr, Ba 116
C82 Ca, Sc, Sr, Ba, Y, La, Ce, Pr, Nd, Sm, Eu, Tm, Lu 109,113,115
C84 Ca, Sc, Sr, Ba, La 115,119,120
Fullerenes incarcerating two atoms
C28 U2 109
C56 U2 109
C60 Y2, La2, U2 109
C74 Sc2 118
C76 La2 115
C80 La2, Ce2, Pr2 117,110
C82 Sc2, Y2, La2 117,115
C84 Sc2, La2 113,115
Fullerenes incarcerating three atoms
C82 Sc3 115
C84 Sc3 121
Fullerenes incarcerating four atoms
C82 Sc4 116
Fullerenes incarcerating derivatives of ammonia NR3, NR2R

0, or NRR0R00

C78 Sc3N 123
C76 Dy3N 122
C68 Sc3N, Sc2(Tm/Er/Gd/Ho/La)2N 124
C80 Sc3N, ErSc2N, Er2ScN, Lu3N, Lu(Gd/Ho)2, Y3N,

Ho3N, Tb3N, Dy3N
122,125,126

C82–98 Dy3N 122
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properties and behavior of other fullerenes as well. While the chemical com-

position of different fullerenes is essentially the same, the size, shape, and

chirality of different types of molecules manifest themselves strongly in the

properties and behavior of these molecules.

Lu3N@C80

N@C60

C60@C480

H2@C60

Figure 3.16 Different types of endo-fullerene molecules.

Figure 3.17 Structure of [70] fullerene showing the extra ten carbon atoms resulting
in five extra hexagons.
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3.5 Production Methods of Fullerenes

Fullerenes can be generally produced in laboratory facilities in different ways

involving the generation of a carbon-rich vapor or plasma. There are essentially

three methods – with many modifications – to produce zero-dimensional full-

erenes: the Huffman–Krätschmer,30 or arc-discharge process,133 benzene

combustion in an oxygen-deficient environment,134 and the condensation of

polycyclic aromatic hydrocarbons.135

3.5.1 Huffman–Krätschmer Method

As mentioned above, this was the first method to produce fullerenes in sig-

nificant amounts and its development, actually, marked the beginning of

Figure 3.18 Structure of [70] fullerene molecule elucidating the five nonequivalent
carbon sites and the eight different C–C bonds. (Reproduced with kind
permission from Saito and Oshiyama, ref. 128. Copyright American
Physical Society 1991.)
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fullerene science. The Huffman–Krätschmer method involves arc-discharge

between highly pure carbon rods in a helium or argon atmosphere at 100–200

Torr. A mechanical mechanism is needed to translate the electrodes together to

maintain the electrode gap as the electrodes are consumed. Controlling such a

gap was reported to be essential for the process and to prevent temperature

drop.78 At an estimated electrode tip temperature of 2000 1C the yield of full-

erene in the produced soot is about 4%. However, at an estimated electrode tip

temperature of B4700 1C the yield of fullerene in the produced soot was

reported to increase into the 7–10% range.136 Notably, the yield calculations

tend to account for all types of formed fullerenes. C60 and C70, however,

constitute the majority in the produced fullerene.

A simple bench-top reactor was developed to produce fullerene with 4% yield

as well.137 The reactor utilizes an inexpensive AC arc welding power supply to

initiate and maintain a contact arc between two graphite electrodes in a helium

atmosphere. Since this technique does not require a mechanism to translate the

electrodes together as they become consumed, it is termed the ‘‘contact arc

method’’. Instead, the technique utilizes flexible support for the upper electrode

and relies on gravity to maintain contact between the two vertical electrodes.

Figure 3.19 shows a schematic diagram of the bench-top contact arc apparatus.

In a leap forward, Parker et al.138,139 used a plasma arc in a fixed gap

between two horizontal electrodes. The developed apparatus is known as

fullerene generator due to the high yield it generates, reaching B40% in high

boiling point solvents. The exceptionally high yield was attributed to the fine

control of the arc gap combined with proper convection of the atmosphere in

the apparatus and carful extraction. Figure 3.20 shows a schematic diagram of

the plasma arc fullerene generator.

Several processing parameters are presently known to affect the fullerene

yield in an arc-discharge process. The optimum atmosphere to be used was

Table 3.3 Examples of modeling and experimental results for the lengths (Å)

of eight different C–C bonds in [70] fullerene as reported in the

literature (see Figure 3.18 for bond locations).

Model Experiments

Bond TBMDa LDAb Electron diffractionc X-Rayd

C1–C1 1.457 1.448 1.46 1.434
C1–C2 1.397 1.393 1.37 1.377
C2–C3 1.454 1.444 1.47 1.443
C3–C3 1.389 1.386 1.37 1.369
C3–C4 1.456 1.442 1.46 1.442
C4–C4 1.443 1.434 1.47 1.396
C4–C5 1.418 1.415 1.39 1.418
C5–C5 1.452 1.467 1.41 1.457

aRef. 130 (TBMD¼ tight binding molecular dynamic method).
bRef. 131 (LDA¼ local density analysis).
cRef. 132.
dRef. 133.
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found to be highly pure helium.While most reactors are operated in the 100–200

Torr region, the optimum operation pressure was reported to be highly sensitive

to the actual chamber design and should be determined for each specific reactor.

Although the purity of the carbon electrodes was found not to affect the soot

production rate, smaller-diameter electrodes gave higher yields of soot. In

addition, small contaminations of hydrogen or moisture in the generation

chamber seriously suppress fullerene generation.

3.5.2 Benzene Combustion Method

Evidence that fullerenes can be formed in flames was at first elusive, but pro-

gress was eventually made. In 1991 significant quantities of C60 and C70 were

found in samples collected from low-pressure premixed benzene/oxygen

flames.134 Further investigations showed that fullerenes can be produced in

Figure 3.19 Schematic diagram of the bench-top contact arc apparatus. (Reproduced
with kind permission from Koch et al., ref. 137. Copyright American
Chemical Society 1991.)
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substantial quantities by sub-atmospheric pressure, laminar, premixed flames

of benzene in an oxygen-deficient atmosphere with or without the presence of

an inert gas. The largest yield of soot into fullerene was reported to be 20% at a

pressure of 37.5 Torr. Figure 3.21 shows a schematic diagram of the burner and

associated equipments used in the process. It was also reported that fullerene

formation in the flame can take place with the presence of hydrogen and

oxygen.140 The promise of the combustion method encouraged the Frontier

Carbon Corporation, a subsidiary of Mitsubishi Chemical Corporation, to

construct a large-scale fullerene factory in Japan in 2003. The factory has the

capacity of producing 5000 ton of fullerene annually.

3.5.3 Condensation Method

The condensation method is based upon condensation of polycyclic aro-

matic hydrocarbons through pyrolytic dehydrogenation or dehydrohalogena-

tion processes. While the method does not produce fullerenes in sufficient

quantities for practical applications, it provides a means of deducing the

mechanism of fullerene formation. The method was used to produce only C60

fullerene from a molecular polycyclic aromatic precursor bearing chlorine

substituents at key positions subjected to flash vacuum pyrolysis at 1100 1C

Figure 3.20 Schematic diagram of the plasma arc fullerene generator. (Reproduced
with kind permission from Parker et al., ref. 138. Copyright Pergamon
Press 1993.)
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through a 12-step reaction.141 Figure 3.22 shows a schematic for the precursor

and the formed C60.

3.6 Extraction Methods of Fullerenes

The main method used to extract fullerene from the produced soot is the tra-

ditional Soxhlet extraction method. The Soxhlet method is traditionally used to

Figure 3.21 Schematic diagram of the burner and associated equipment used in the
combustion process to produce fullerenes: a – low pressure chamber;
b – copper-burner plate; c – water cooling coil; d to f – windows; g to
i – feedthroughs; j – annular flame feed tube; k – core-flame feed tube; l
and m – exhaust tubes; n – sampling probe; o – filter; p – valve; q –
vacuum pump; r – gas meter. (Reproduced with kind permission from
Howard et al., ref. 134. Copyright Nature Publishing Group 1991.)

Figure 3.22 Formation of [60] fullerene from a chloroaromatic precursor through the
condensation process. (Reproduced with kind permission from Scott
et al., ref. 141. Copyright AAAS 2002.)
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extract molecular moieties from solid phases using organic solvents capable of

dissolving the molecular moieties. Figure 3.23 schematically illustrates a Soxhlet

extraction unit. The solid sample containing the molecular moiety to be

extracted is loaded into a thimble in the Soxhlet extractor. As the solvent is

boiled in the flask at the bottom, solvent vapors rise through the side channel on

the left of the extractor and condense near the bottom of the condenser unit,

resulting in dripping hot distilled solvent into the thimble through the solid

sample. The hot distilled solvent extracts the molecular moiety on its way down

Figure 3.23 Schematic illustration of a Soxhlet extraction setup.
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through the solid sample, and the solution, then, makes its way back to the flask

via the tube to the right. This closed-loop system is usually operated for several

hours, during which all extractable molecular moieties are collected in the flask.

The non-extractable portion of the solid sample remains in the thimble.

Fullerenes are extracted from the produced soot using the Soxhlet apparatus

with any of different types of solvents. Many solvents have been used in the

extraction process, such as chloroform, toluene, benzene, n-hexane, 1,2-

dichlorobenzene, etc. The type of the solvent controls the speed of the

extraction process and dictates subsequent processes. For example, chloroform

results in a very slow process. The use of 1,2-dichlorobenzene results in a very

fast extraction process but requires a high vacuum process for removal of

solvent traces. In addition, if carbon disulfide is used, it has to be vigorously

removed under vacuum to avoid fullerene contamination with sulfur.142

Selective extraction of various molecular weight fullerenes by varying the

extraction solvent has also been reported.138 Higher mass fullerenes are better

extracted with more polar and higher boiling point solvents. Figure 3.24 shows

a fullerene extraction and separation scheme. The laser desorption time of flight

(TOF) mass spectra of soot extracts are also shown in the figure. The results

shown are for soot produced using the combustion method described earlier.

The figure highlights two important points. First, the total fullerene yield is

sharply dependent on the extraction scheme and solvents used. Secondly, the

extracted fullerene molecular weight depends on the type of solvent used in the

extraction process. For example, while benzene mainly extracts C60 and C70

with smaller amounts of higher fullerenes up to C96, 1,2,3,5-tetramethylbenzene

(TMB) extracts more of the higher fullerenes. In addition, the figure clearly

shows that while hexane mainly extracts C60 and C70, heptane additionally

extracts C80 and C84.

An efficient alternative method has also been proposed in the literature.143 In

this method, the produced carbon soot is dispersed in tetrahydrofuran (THF) at a

concentration of 0.1 gmL�1 at room temperature and then sonicated for 20min.

After filtration to remove insoluble remains, the THF is removed using a rotary

evaporator operated at 50 1C, leaving fullerenes and other soluble impurities in the

flask. In this case, the impurities contain many polyaromatic hydrocarbons that

can be removed by washing the extract in diethyl ether before it is further purified.

A non-solvent based method, the sublimation method, was also utilized for

fullerene extraction from the produced soot. C60 and C70 powders are known to

sublime in vacuum at relatively low temperatures (i.e., 350 and 460 1C,

respectively).144,145 The advantage of the sublimation extraction method is that

it produces fullerene samples that are solvent free. This is crucial for experi-

ments were any traces of solvent could greatly affect the investigation results. In

the sublimation method, the soot sample is placed in one end of an evacuated

quartz tube placed in a furnace with a temperature gradient. The tube end

containing the soot sample is kept at the highest temperature zone of the fur-

nace (600–700 1C). Fullerenes will sublime and drift down the temperature

gradient to condense on the walls of the quartz tube. The higher the fullerene

mass, the closer to the soot it will condense.
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3.7 Purification Methods of Fullerene

Purification of fullerenes is intended to separate fullerene molecules from any

impurities such as polyaromatic hydrocarbons and other types of carbon-based

impurities. In addition, a purification process is used to separate fullerenes from

each other based on their molecular mass and size. Mainly, solvent methods

based on liquid chromatography (LC) and sublimation methods based on

sublimation under temperature gradients are used for fullerene purification.

The sublimation method for purification is essentially the same as the sub-

limation method for extraction discussed earlier. The effectiveness of the pur-

ification process is usually verified by fullerene sensitive characterizations

techniques such as mass spectroscopy, nuclear magnetic resonance, and

infrared, Raman, or optical absorption spectroscopy.

Liquid chromatography is the main technique for fullerene purification. In

this technique, a solution containing a mixture of fullerenes to be separated

(purified) (usually referred to as the mobile phase) is forced through a column

filled with a high-surface area solid (usually referred to as the stationary phase).

As the mixed solution passes through the column, different molecules in the

solution experience different levels of interaction with the high-surface area

solid in the column due to various physical and chemical mechanisms. Stronger

interactions increase the retention time of the molecule in the column, or, in

other words, decrease the migration rate of that particular molecule through

the column. Hence, separated molecules should elute from the column in the

order of decreasing retention time. Weakly interacting molecules will have

shorter retention times and will elute first. Strongly interacting molecules will

have longer retention times and will elute later.

With fullerenes, the identity of the separated fullerene is verified qualitatively

by color and more quantitatively by other characterization techniques men-

tioned above. Regarding the qualitative identification, different fullerenes are

identified by the color of their solution in certain solvents. For example, in

toluene, C60 yields a magenta or purple solution, while C70 yields a reddish to

orange solution. LC generally enables the separation of fullerenes based upon

their size (or mass). The method, however, can still enable isolation of different

symmetries of the same fullerene such as the C2v and D3 symmetries of the C78

fullerene.84

Effective separation (or purification) occurs when a sufficient difference in

the retention time is achieved. This depends on the nature of the ‘‘stationary

phase’’ used. Different types of stationary phases have been employed. The

most widely used were based on silica gels and alumina. Carbon-based sta-

tionary phases (Elorite carbon) were proved efficient in firmly holding higher

fullerenes while allowing [60], and [70] fullerenes to elute.146 Recently, many

solid phases have been developed for high-performance liquid chromatography

of fullerenes.147–149

Fullerene purification procedures combining the extraction and purification

steps were also reported in the literature.150 The procedure is based on a

modified Soxhlet technique discussed earlier. Figure 3.25 shows a schematic

137Fullerenes, the Building Blocks



illustration of the modified Soxhlet apparatus, which is reported to be capable

of extracting 1 g of C60 and 0.1 g of C70 a day. As shown in the figure, the

thimble in a regular Soxhlet apparatus has been replaced with a liquid chro-

matography column filled with neutral alumina. During operation, the dis-

tilled solvent (pure hexane) is condensed at the top of the column to pass down

the column, extracting C60 molecules into the distillation flask. After about

20–30 hours of operation, the flask containing C60 in hexane is replaced with a

second pure hexane flask and C70, remaining in the column, is collected in the

same way.

Nowadays, fullerenes are commercially available with claimed purity of

99.9%. Doubts have been raised regarding the ability of solvent-based pro-

cesses to produce such a level of purity due to the reported presence of

Figure 3.25 Schematic illustration of modified Soxhlet apparatus that combines the
separation and purification steps. (Reproduced with kind permission
from Khemani et al., ref. 150. Copyright American Chemical Society
1992.)
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significant amounts of C120O as detected by high-performance liquid chro-

matography (HPLC).90,151 An acceptable value for purity, however, is around

98%.78

A close look at the laser TOF mass spectroscopy (LTOF-MS) results pre-

sented in Figure 3.24 reveals that experimental extraction, and hence obser-

vation, of fullerenes with more than B110 carbon atoms is not common. In

fact, the largest experimentally extracted fullerene reported contained about

212–266 carbon atoms according to LTOF-MS results.84,139 In an attempt to

answer the question ‘‘Are giant fullerenes spherical or tubular?’’, Scuseria152,153

of Rice University conducted a theoretical investigation using ab initio calcu-

lations to calculate the energy of higher fullerenes (ranging from C80 up to

C240) in both spherical (icosahedral) and tubular (cylindrical) geometries

(Figure 3.26). His results showed that in all investigated fullerenes the

Figure 3.26 Equilibrium geometries of C240 as determined by ab initio calculations:
(a) spherical Ih geometries and (b) D5d cylindrical geometries. (Repro-
duced with kind permission from G. Scuseria, ref. 153. Copyright
Elsevier 1995.)
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icosahedral geometries are much more stable than the cylindrical ‘‘buckytube’’

geometries. In addition, scanning tunneling microscopy images of fullerenes

with B300 carbon atoms according to LTOF-MS results showed that these

giant fullerenes have roughly spherical shapes with diameters ranging between

1 and 2 nm with no evidence of tube-like geometries.154

These results and the fact that theoretical investigations predicted the pos-

sible stability of fullerenes with up to 4860 carbon atoms,71 as we mentioned

before, raises a very interesting question regarding the ability to extract and

observe such gigantic fullerenes. The answer to such a question has been pro-

posed87 along the lines that such giant fullerenes could be either formed in

amounts too small to observe experimentally or have a solubility, in the typi-

cally used extraction solvents, too low to enable their extraction. Another

plausible reason for the discrepancy is the fact that all simulations are per-

formed in an absolute vacuum environment. Processing, however, is not

and the effect of such an environment could be why giant fullerenes, while

shown to be more stable than tubular in the calculations, are not observed

experimentally.

The other two possibilities for geometries of fullerenes with giant masses are

either tubular or in the form of fullerene onions. We will start with the fullerene

onion geometry and then discuss the tubular or cylindrical geometry, which is

considered a one-dimensional fullerene.

3.8 Fullerene Onions

Fullerene nano-onions are quasi-spherical particles consisting of concentric

graphitic shells. They were first observed when carbon soot particles and tub-

ular graphitic structures were exposed to intense electron beam irradiation in

transmission electron microscopy experiments.155 Apparently, the extremely

high local temperature within the electron beam allowed structural fluidity

leading to the formation of the new form of carbon nanospecies.156 Nano-

onions were also observed as the result of nano-diamond particle annealing in

vacuum at temperatures (1000–1500 1C),157,158 and also upon generating an arc

discharge between carbon electrodes submerged in water.159,160 Figure 3.27

shows a high-resolution transmission electron micrograph of a carbon nano-

onion. Clearly, the carbon nano-onions consist from several concentric shells.

Up to 15 shells can be counted in a nano-onion, with roughly a 12 nm diameter,

produced by the submerged carbon arc method.

More recently, carbon onions as large as 2 mm in diameter were observed

after high shear and hydrostatic loading of graphite single crystals in a diamond

anvil cell (DAC) at room temperature.161 The number of layers and, hence, the

size of the carbon onion was found to increase with increasing loading pressure.

Small onions with 4–6 layers were formed at lower pressure ranges (46 GPa

after shear) and large onions with up to 60 layers were formed under higher

pressures (71GPa after shear). Figure 3.28 shows high-resolution transmission

electron micrographs of carbon onions observed after high shear and
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hydrostatic pressure treatment at room temperature. Interestingly, the shell to

shell distance was found to range between 0.317 and 0.36 nm for different size

onions, with the smaller distance characteristic of the larger onions. Figure 3.29

shows a scanning electron micrograph of the giant carbon onions observed as a

result of this treatment of single graphite crystals.

Carbon onions have also been produced and observed by many other means

such as carbon soot annealing,162 regular arc discharge,163 carbon ion beam

implantation on silver and copper substrates,164–167 plasma spraying of nano-

diamond,168 catalytic decomposition of methane over an Ni/Al catalyst,169 as

well as after C60 thermobaric treatment.170 In addition, carbon onions having

an amorphous-like silicon carbide (SiC) core have been produced from

polycrystalline SiC powder subjected to laser shock compression.171,172 Carbon

onions have been also shown to exist in the interstellar dust and are believed

to be the reason behind the 217.5 nm ultraviolet radiation absorption

band.173,174

Our state of knowledge regarding carbon nano-onions can be safely

described as being at the start of a steep learning curve. Despite several

Figure 3.27 High-resolution transmission electron micrograph showing carbon nano-
onions produced by arc discharge between carbon electrodes submerged
in water. (Reproduced with kind permission from Roy et al., ref. 160.
Copyright Elsevier 2003.)
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investions175–183 into the production, formation mechanism, and properties of

carbon nano-onions, the field is virtually unexplored and there is still plenty

of space to fill regarding the properties and applications of such a unique class

of carbon nano-building blocks.

Figure 3.28 Carbon onions formed in graphite single crystals under pressure and
shear deformation: (a) an onion with 6–7 layers (24GPa pressure before
shear and 46GPa after shear, 15 shear cycles), (b) an onion with 14–15
layers (48GPa pressure before shear and 63GPa after shear, 20 shear
cycles), and (c) an onion with about 30 layers (57GPa pressure before
shear and 71GPa after shear, 5 shear cycles) (Reproduced with kind
permission from Blank et al., ref. 161. Copyright Institute of Physics
2007.)
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3.9 One-dimensional Fullerene: The Structure

3.9.1 Single-walled Carbon Nanotubes (SWCNTs)

One-dimensional fullerenes are typically in the form of tubes or cylinders with

diameters ranging between a fraction of a nanometer and few tens of nan-

ometers. They can be in the form of a single tube, which we refer to as single-

walled carbon nanotubes (SWCNTs), or in the form of a group of concentric

tubes positioned one inside the other, in which case we refer to them as multi-

walled carbon nanotubes (MWCNTs). The tubes can also be in the form of

only two concentric tubes, which are referred to as double-walled carbon

nanotubes (DWCNTs). Carbon nanotubes can be formed by rolling graphene

sheets (a single sheet, double sheets, or multiple sheets) into a seamless cylinder.

Figure 3.30 shows a schematic of how graphene sheets can be rolled to form

carbon nanotubes.184 From the science and application viewpoint, SWCNTs

are more interesting and exciting. Hence we will start by describing their

structure first.

A SWCNT can be formed by rolling a single sheet of graphite (a graphene

sheet). Figure 3.31 shows the typical hexagonal (honeycomb) lattice structure

of a graphene sheet made of covalently bonded sp2 hybridized carbon atoms.

The two principal axes directions and the unit vectors (a1 and a2) of the pri-

mitive hexagonal cell are shown in the figure. If we connect any two carbon

atoms on the flat sheet geometry by a straight line, we can always roll the sheet

around an axis normal to that line such that the selected line becomes a cir-

cumference of the tube. In this case, the two atoms at the start point and

end point of the selected line have to coincide and become the same atom on

the tube surface (Figure 3.31). If we assign any random atom on the sheet the

coordinates (0,0) and consider it the origin of a two-dimensional space, the

coordinates of any other atom on the flat sheet can be easily described in terms

Figure 3.29 Scanning electron micrograph of giant carbon onions about 2mm in
diameter. (Reproduced with kind permission from Blank et al., ref. 161.
Copyright Institute of Physics 2007.)
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Figure 3.30 Schematic of how graphene sheets can be rolled to form carbon nano-
tubes. (Reproduced with kind permission from Endo et al. ref. 184.
Copyright The Royal Society 2004.)

Figure 3.31 Typical hexagonal structure of a graphene sheet made of covalently
bonded sp2 hybridized carbon atoms. (Adapted with kind permission
from Dresselhaus et al., ref. 187. Copyright Elsevier, 1995.)
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of the unit vectors (a1 and a2) as shown in Figure 3.31. Then, the line con-

necting any two carbon atoms on the flat sheet geometry can always be

expressed as a vector (Ch) in terms of multiples of the unit vectors (a1 and a2).

Assigning the vector start point the origin coordinates (0,0) would simplify the

representation and the circumference of a carbon nanotube can be expressed in

vector notation as:

Ch
�! ¼ na1

!þma2
!� ðn;mÞ ð3:5Þ

The vector representing the circumference (p) of a tube is the chiral vector

(Ch). The angle between the chiral vector and the a1 vector is known as the

chiral angle (y) (Figure 3.31). A SWCNT can be uniquely defined by its chiral

vector. The word uniquely, in this context, means both geometrically and, as we

will realize later, physical and chemical property wise. Hence nanotubes are

usually referred to by the two vector multiples (n,m) defining their chiral vector.

Once the sheet is rolled to form a tube, the carbon atoms will form a helix of

graphite lattice points. For each tube with a chiral angle (y) between 01 and 301

there is an equivalent tube with a chiral angle y0 ¼ y+301. The two equivalent

tubes will have two equivalent right- and left-hand helices. Owing to the six-fold

rotation symmetry of the graphene lattice, chiral vectors that are a multiple of

601 apart are equivalent and the tubes having such chiral vectors are essentially

the same [a (n,m) tube and a (m,n) tube are equivalent]. For these two reasons,

chirality discussions of nanotubes in the literature are restricted to chiral angles

0ryr301. Figure 3.32 shows a scanning tunneling microscopy image of two

SWCNTs, depicting the helix and the chiral angle of the tube.185,186

Depending on the chiral vector of the tube, or in other words depending on

the chiral angle of the tube, the architectural configuration of C–C bonds in

SWCNTs can be classified into three different categories: armchair tubes (the

term serpentine tubes might also be encountered in the literature), zigzag tubes

(the term sawtooth tubes might also be encountered in the literature), and chiral

tubes. As shown in Figure 3.31, armchair tubes are formed when the chiral

vector of the tube results in a chiral angle that equals 301. In this case, the two

tube vector multiples are equal to each other, i.e., n¼m. All zigzag tubes will

have a chiral angle equal to zero (y¼ 0) and their m vector multiple will always

equal zero (Figure 3.31). Any other tube with a chiral angle 0oyo301 is

classified as a chiral tube. Figure 3.33 shows the C–C bond arrangements in

both zigzag and armchair tubes.

Hence a (10,10) tube is an arm chair tube, and a (8,0) tube is a zigzag tube.

Any tube with mixed vector multiples, For example (7,8) is a chiral tube. To

describe these three different arrangements in SWCNTs we can say that; in

armchair tubes, the hexagons are pointing normal to the tube axis, in zigzag

tubes, the hexagons are pointing along the tube axis, and in chiral tubes, the

hexagons are pointing at an angle to the tube axis (Figure 3.33).

From Figure 3.31, it is clear that the unit vectors a1 and a2 have equal

magnitude (length). This magnitude can be correlated to the C–C bond length
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Figure 3.32 STM images of SWCNTs. The solid black arrow highlights the tube axis,
and the dashed line indicates the zigzag direction. (Reproduced with kind
permission from Hu et al., ref. 186. Copyright American Chemical
Society 1999.)

Figure 3.33 Configurations of C–C bonds in armchair, zigzag, and chiral single-
walled carbon nanotubes.
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in the graphene sheet. Taking the C–C bond length in the graphene sheet as

1.421 Å187 leads to:

a1j j ¼ a2j j � a ¼ 1:421
ffiffiffi

3
p

Å ¼ 2:461Å ð3:6Þ

In addition, the length of the chiral vector (Ch) and, hence, the tube cir-

cumference (p) can be calculated using the unit vector magnitude (a) and the

tube vector multiples as:

p ¼ Chj j ¼ a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n2 þ nmþm2
p

ð3:7Þ

Hence, the diameter of a SWCNT (d) can be calculated using its chirality or

vector multiples as:

d ¼ a

p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n2 þ nmþm2
p

ð3:8Þ

Notably, the calculated tube diameter according to Equation (3.8) is, actu-

ally, a theoretical diameter calculated based upon pure geometrical con-

siderations and an assumed length of the C–C bond. As mentioned during our

discussion of zero-dimensional fullerene structures, the C–C bond length is

known to change due to surface curvature as well as due to the presence of

chemical potentials close to the fullerene molecules (Figures 3.13, 3.14, and

3.18). This, however, does not make Equation (3.8) a less valuable tool in

obtaining acceptable estimations for the diameters of SWCNTs.

According to Equation (3.8), the diameter of SWCNTs can be readily esti-

mated based on their vector multiples. For example, a (10,10) armchair

nanotube would have a theoretical diameter of 1.37 Å. Also, a (9,0) zigzag

nanotube should have a theoretical diameter of 7.15 Å. These values should

also be increased roughly by 3.37 Å if the thickness of p-electron shells is to be

accounted for. This, again, puts SWCNTs in the center of interest as nano-

systems by themselves and makes them ideal as building blocks for nano-

structured systems as well.

The chiral angle (y) can also be defined using the tube chirality multiples

as:187–190

sin y ¼
ffiffiffi

3
p

m

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n2 þ nmþm2
p ; cos y ¼ 2nþm

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n2 þ nmþm2
p ð3:9Þ

Note that the chirality of a SWCNT not only determines the tube’s geo-

metrical properties (such as diameter) but mostly its thermal, optical, and

electronic properties as well.127,185,187,188,191–199 Based on their chirality, the
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electronic band structure of nanotubes has been found to exhibit either metallic

or semiconducting behavior. It has been shown that metallic conduction occurs

when:

n�m ¼ 3q ð3:10Þ

where q is an integer (0, 1, 2, 3, . . .). This means that all armchair single-walled

carbon tubes should be metallic, while one-third of zigzag and chiral tubes are

expected to be metallic. The reminder of SWCNTs is expected

to be semiconducting. Metallic and semiconducting tubes are identified in

Figure 3.31 according to their chirality.

The ends of SWCNTs are typically capped with one half of a fullerene

molecule. The nature of the fullerene end cap depends on the diameter and

chirality of the nanotube. Figure 3.34 shows different SWCNTs capped

with different half-fullerene molecules.200,201 As shown in the figure, one half

of a C60 molecule can correctly cap each end of a (5,5) armchair tube. One

half of a C70 molecule can correctly cap the ends of a (9,0) zigzag tube, and one

half of a C80 fullerene molecule can correctly cap the ends of a (10,5) chiral

nanotube. Owing to the large aspect ratio of SWCNTs (41000), the end caps

can be neglected in tube analysis without losing the generality of the treat-

ment.202 In addition, the same fullerene molecule can cap different types of

SWCNTs. For example, the C60 molecule can cap both the (5,5) armchair and

the (9,0) zigzag nanotubes.203 Figure 3.35 shows the two types of SWCNTs that

can be capped by a C60 molecule. Notably, the two different types of carbon

nanotubes result essentially from the way the [60] fullerene molecule is bisected.

Figure 3.34 Fullerene molecule end caps compatible with different types of single-
walled carbon nanotubes. (Reproduced with kind permission from
Kalamkarov et al. ref. 200. Copyright Elsevier 2006.)
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If the fullerene molecule is bisected normal to a five-fold axis, the armchair

configuration is formed. However, if the fullerene molecule is bisected normal

to a three-fold axis, the zigzag configuration is formed.

Considering the SWCNTs as a one-dimensional fullerene, or a one-dimen-

sional crystal, enables the definition of a unit cell that can be translated along

the tube axis. For all tube types, such a translational unit cell is cylindrical in

shape. The two-dimensional graphene sheet lattice model shown in Figure 3.36

is an excellent method to illustrate how the unit cell of a SWCNT can be

constructed.187–188,204–205

As shown in Figure 3.36, the method involves drawing a straight line

through the carbon atom selected as the origin (0,0), normal to the chiral vector

(Ch), and extending this line until it intersects an exactly equivalent lattice

point. The length of the tube transitional unit cell is the magnitude of the vector

(T) as shown in Figure 3.36 for the case of a (6,3) nanotube. Figure 3.37 shows

the transitional unit cell for (a) a (5,5) armchair tube and (b) a (9,0) zigzag tube.

From Figures 3.36 and 3.37, the length of the translational unit cell clearly

depends not only on the diameter of the tube, but also on the tube chirality. As

we have shown before, while both the (5,5) and the (9,0) tubes are equal in

diameter (both can be capped by half of a C60 molecule), the unit cell is longer

Figure 3.35 Single-walled carbon nanotubes of different chirality can be end capped
by one half of a C60 molecule: (a) the zigzag (9,0) tube and (b) the
armchair (5,5) tube.
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for the zigzag tube. While the length of the unit cell in the (5,5) armchair tube is

equal to a [2.461 Å according to Equation (3.6)], the unit cell length equals a
ffiffiffi

3
p

(4.263 Å) in the case of the (9,0) zigzag tube (Figure 3.37).

Expressions have been derived187,202,204,205 for the length of the unit cell (T)

in terms of the magnitude of the chiral vector (Ch) and the highest common

divisor (dH) of the coordinate multiples n and m. It has been shown that:

T ¼ Ch

dH

ffiffiffi

3
p

; if n�m 6¼ 3qdH ð3:11Þ

while:

T ¼ Ch

dH

1
ffiffiffi

3
p ; if n�m ¼ 3qdH ð3:12Þ

Figure 3.36 Construction of a nanotube unit cell; see text for details.
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It has also been shown that for a tube specified by (n,m) the number of

carbon atoms per unit cell of a tube is 2N such that:

N ¼ 2ðn2 þ nmþm2Þ
dH

if n�m 6¼ 3qdH ð3:13Þ

and:

N ¼ 2ðn2 þ nmþm2Þ
3dH

if n�m ¼ 3qdH ð3:14Þ

where q is, again, an integer.

These expressions enable the determination of the unit cell length and

number of carbon atoms therein. For typical experimentally observed

SWCNTs, the diameters range between 1 and 30 nm. This makes unit cells very

large. For example, a 10 nm diameter tube would have a unit cell length in the

range of 50–55 nm, containing around 65 000 carbon atoms. Such large unit

cells render the molecular simulation of large nanotubes a very computationally

expensive task. While the details of simulation investigation of different types of

fullerenes is beyond the scope of this book, it is important to mention that the

Figure 3.37 Unit cells for a (5,5) armchair nanotube (a) and a (9,0) zigzag nanotube
(b) shown on a flat graphene sheet.
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computationally expensive nature of molecular simulation, especially of carbon

nanotubes, has led to the utilization of many other methods of simulations such

as molecular structural mechanics. In the molecular structural mechanics

approach, a SWCNT is simulated as a space frame structure, with the covalent

bonds and the carbon atoms as connecting beams and joint nodes, respec-

tively.190,200 While such an approach could yield approximate estimates for

some physical constants and properties of carbon nanotubes, it can be seriously

misleading if used to predict the physics of a nanosystem based on our dis-

cussion of these systems presented in Chapter 1.

We have mentioned earlier that the smallest zero-dimensional fullerene is the

C20 molecule. The question regarding the smallest one-dimensional fullerene or

carbon nanotube has also been raised. In 2000, Qin et al.206,207 reported the

discovery of the smallest carbon nanotube (0.4 nm in diameter) confined inside

an 18-shell carbon nanotube. Figure 3.38 shows the transmission electron

micrograph and a superimposed atomic model of the nanotube.

Figure 3.38 High-resolution transmission electron micrograph and a superimposed
atomic model of a 0.4 nm diameter nanotube confined in an 18 shell
MWCNT. (Reproduced with kind permission from Qin et al. ref. 206.
Copyright Nature Publishing Group 2000.)
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In 2001, Stojkovic and co-workers described how sp2 carbon in regular

nanotubes can be replaced by sp3 carbon to produce extremely small-diameter

(in the range of 0.4 nm) carbon nanotubes with only minimal bond-angle dis-

tortion. These tubes were shown to have chiral multiples of either a zigzag (3,0)

or an armchair (2,2), and were predicted to have a stiffness higher than that of

traditional sp2-bonded carbon nanotubes, therefore forming the stiffest one-

dimensional systems known.208 Figure 3.39 shows the calculated, relaxed

structures of (a) the (3,0) and (b) the (2,2) sp3 nanotubes – both a single unit cell

and a space-filling model of the tubular structures. More recently, however,

Zhao et al. argued, based on experimental and simulation results, that the (2,2)

armchair nanotube is in fact 3Å in diameter.209

The symmetry of SWCNTs has also been thoroughly investigated and

reported.187,205,210–217 While the symmetry of all-carbon nanotubes is described

by the space groups in one-dimensional space groups218,219 (line groups, see

Section 2.7.3.1), SWCNTs can still be classified into two distinct groups from a

symmetry viewpoint. One group, which includes armchair and zigzag nano-

tubes, can be represented by symmorphic space groups, meaning that none of

the symmetry operations requires rotation and translation operations to be

combined. This group is referred to as achiral tubes. The second group, which

includes chiral tubes, can be represented by nonsymmorphic space groups in

which some of the symmetry operations involve both rotation and translation

operations. Figure 3.40 shows the symmetry elements for chiral, zigzag, and

armchair carbon nanotubes. As shown in the figure, all carbon nanotubes

possess rotation axes normal to their surface passing through the hexagon

center and the midpoint of C–C bonds. In addition, only achiral (zigzag and

armchair) nanotubes possess reflection, glide, and rotation–reflection symmetry

elements.

Regarding the symmetry groups for achiral SWCNTs (n,n) or (n,0), it was

shown that since all such tubes possess rotation symmetry axes in addition to

Figure 3.39 Calculated, relaxed structures of (a) (3,0) and (b) (2,2) sp3 nanotubes,
showing both a single unit cell and a space-filling model of the tubular
structures. (Reproduced with kind permission from Stojkovic et al.,
ref. 208. Copyright American Physical Society 2001.)
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mirror and/or glide planes (Figure 3.40), they belong to either Dnh or Dnd

groups. Assuming that all achiral tubes have an inversion center, it follows that

achiral tubes with n even belong to the Dnh group, and that achiral tubes with n

odd belong to the Dnd group. Hence, a (5,5) armchair or a (5,0) zigzag tube

should belong to the D5d symmetry group. Also, a (6,6) armchair or a (6,0)

zigzag tube belong to the D6h symmetry group. Tables 3.4 and 3.5 show the

character tables for n odd and even achiral SWCNTs, respectively.

Regarding the symmetry of chiral (n,m) nanotubes the determination of the

symmetry group is not as straightforward as in the case of achiral tubes. Here

we will only outline the general method used to determine the symmetry group.

The reader is referred to more elaborated work on the subject210,213,215,217,220 if

more details are needed. Since chiral tubes do not possess any mirror planes,

their symmetry should belong to the C symmetry groups. In addition, due to

their nonsymmorphic symmetry, their basic symmetry operation R¼ (c|t)

involves a rotation by an angle c followed by a translation t. This operation

corresponds to the vector ~R such that:

~R ¼ p~a1 þ q~a2 ð3:15Þ

Figure 3.40 Symmetry elements for chiral (8,6) nanotube (a), zigzag (6,0) (b), and
armchair (6,6) (c) nanotubes. U and U0 denote rotation axes, s denotes
mirror planes, s0

v is a glide plane, and s0
h is a rotation–reflection plane.

(Reproduced with kind permission from Damnjanovic et al. ref. 220.
Copyright American Physical Society 1999.)

Table 3.4 Character table for D2j11 point group (odd n achiral) single-walled

nanotubes.

Mode E 2C1
fj 2C2

fj . . . 2Cj
fj (2j+1)C0

2

A1 1 1 1 . . . 1 1
A2 1 1 1 . . . 1 �1
E1 2 2cos|fj 2cos2|fj . . . 2cos|jfj 0
E2 2 2cos|2fj 2cos|4fj . . . 2cos|2jfj 0
.
.

.
.
.

.
.
.

.
.
.

.
.
.

.
.
.

.
.
.

.

Ej 2 2cos|jfj 2cos|2jfj . . . 2cos|j2fj 0
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here, (p,q) are the coordinates reached when the symmetry operation (c|t) acts

on an atom at the coordinates (0,0). The values of p and q are given by:187,217

mp� nq ¼ dH ð3:16Þ

with the condition that: qom=dH and pon=dHit can be shown that: c ¼ 2p O
NdH

and t ¼ TdH
N

where O is defined as:

O ¼ pð9mþ 2nÞ þ qðnþ 2mÞ=ððdH=dRÞÞ ð3:19Þ

The value of dR depends on the tube chirality. For tubes where n – m is not a

multiple of 3dH, dR¼ dH; for tubes where n – m is a multiple of 3dH, dR¼ 3dH.

For chiral tubes with dH¼ 1, the symmetry group belongs to the CN/O group.

For chiral tubes with dH a 1, the symmetry belongs to the group expressed by

the direct product CdH#CN/O. Tables 3.4 and 3.5 show the character tables for

achiral SWCNTs with odd and even n, respectively.187,188

3.9.2 Multi-walled Carbon Nanotubes (MWCNTs)

As we discussed earlier, the first carbon nanotubes to be discovered were multi-

walled nanotubes (MWNTs). As shown in Figures 3.4 and 3.38, multi-walled

carbon nanotubes MWCNTs consist of multiple concentric single-walled

nanotubes one inside the other. Typically, inner diameters of readily available

MWCNTs range between 1 and 3 nm while outer diameters range between 2

and 20 nm.221,222 Multi-walled carbon nanotubes with larger outer diameters

reaching hundreds of nanometers also exist. The important question regarding

the structural correlation between the successive layers in a MWCNT has been

addressed and investigated.223,224 For MWCNTs, the interlayer distance

between concentric tubes was measured using high-resolution transmission

electron microscopy and was reported to be around 3.4 Å.39 This means that

the circumference of successive tubes should increase by about 21 Å. It can be

easily seen that this is not possible for zigzag tubes that require the successive

Table 3.5 Character table for D2j point group (even n) achiral single-walled

nanotubes.

Mode E C2 2C1
fj 2C12

fj . . . 2Cj�1
fj (2j) C0

2 (2j) C0
2>

A1 1 1 1 1 . . . 1 1 1
A2 1 1 1 1 . . . 1 –1 –1
B1 1 �1 1 1 . . . 1 1 –1
B2 1 �1 1 1 . . . 1 –1 1
E1 2 �2 2cos|fj 2cos2|fj . . . 2cos|2(j�1)fj 0 0
E2 2 2 2cos|2fj 2cos|4fj . . . 2cos|2(j�1)fj 0 0
.
.

.
.
.

.
.
.

.
.
.

.
.
.

.
.
.

.
.
.

.
.
.

.
.
.

.

Ej�1 2 (�1)j�12 2cos|(j�1)fj 2cos|2(j�1)fj . . . 2cos|(j�1)2fj 0 0
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tubes circumference to increase by precise multiples of 0.246 nm, the width of a

single hexagon. For the zigzag MWCNTs, the closest approximation for the

measured interlayer separation is when successive tubes circumferences differ in

nine hexagons, producing an inter-tube separation of 3.52 Å. In this case, the

traditional ABAB stacking of perfect graphite can only be maintained over

short distances in the circumferential direction. Figure 3.41 schematically

illustrates a three-layer zigzag MWCNT as proposed by Zhang.223 The figure

illustrates how interfacial dislocations can be introduced to accommodate hoop

stresses.

In the case of armchair tubes, however, the length of the repeating unit is

0.42 nm, and five-times that would be very close to the required increase in the

successive tube circumference (2.1 nm). Hence, multi-walled armchair struc-

tures can be assembled in which the ABAB graphitic stacking sequence

is maintained, keeping the interlayer close to 3.4 Å. For chiral tubes, the

restrictions on multi-walled tubes are more complicated and, generally speak-

ing, it was concluded that it is not possible to have two consecutive layers

having exactly the same chiral angle and separated by the exact interlayer

Figure 3.41 Schematic of a three-layer zigzag MWCNT as proposed by Zhang et al.,
illustrating how interfacial dislocations (bold lines) can be introduced to
accommodate hoop stresses. (Reproduced with kind permission from
Zhang et al., ref. 223. Copyright Elsevier 1993.)
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spacing of 3.4 Å.156,202,225 End caps in MWCNTs are not as simple or well

understood as those in SWCNTs.226,227 Figure 3.42 shows a typical MWCNT

end cap.

A special case of MWCNTs that has captured a lot of attention is the

double-walled carbon nanotubes (DWCNTs). While DWCNTs were among

the first nanotube to be reported (Figure 3.4b), attention was really paid to their

properties later as the field of nanotechnology started to be better understood.

With their mean outer diameter ranging between 9 and 18 Å and with only two

tubes, DWCNTs provide an excellent model system and an opportunity to

investigate the physics of nanotubes on both experimental and theoretical

levels.228–235 They are also expected to exhibit unique properties compared to

those of single- and multi-walled carbon nanotubes.233,236 Such properties

include mechanical, thermal, electrical, and chemical properties, leading to a

unique ability to store hydrogen for energy applications and a unique ability to

be functionalized with certain amino acids.234,237–252

The fact that DWCNTs are attracting a lot of attention due to their unique

properties compared to these of single- and multi-walled carbon nanotubes

should, indeed, elucidate the core idea of nanosystems and nanotechnology as

we discussed in Chapter 1. From the surface nature viewpoint, single-, double-,

and multi-walled carbon nanotubes should be essentially identical and similar

to other forms of fullerenes. However, the physics of that particular cylindrical

fullerene with only two layers, and outer diameter ranging between 0.9 and

1.8 nm (the double-walled nanotubes) is still unique. It must be that the

uniqueness of DWCNTs is because the system scale is resonating with the

important length scales defining nanosystems as we discussed before. This point

will be further discussed as we examine the properties of fullerene building

blocks and fullerene-based nanostructured systems in Chapter 4.

Figure 3.42 High-resolution transmission electron micrograph of a typical MCNT
end cap. (Reproduced with kind permission from Harris et al., ref. 156.
Copyright Royal Society of Chemistry 1994.)
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3.9.3 Production of Carbon Nanotubes

The methods of carbon nanotube production can mainly be classified into two

groups. One group is based upon sublimation/condensation of graphite and the

other is based upon pyrolysis of hydrocarbons. In both categories the processes

involved are catalytic in nature. In the sublimation/condensation based methods,

the energy required for the sublimation process is provided by different sources

such as arc-discharge, laser radiation, resistive heating, or by concentrated solar

radiation. The major disadvantages of all methods of this group include large

energy consumption, relatively low yield of nanotubes, high cost due to the high

cost of graphite, complications due to the required high vacuum and controlled

atmosphere, and the difficulties of automation and up-scaling. Pyrolysis-based

methods, in contrast, are relatively much less complicated. This group of

methods does not require high temperatures, can proceed under atmospheric

pressure, can be run continuously, and provides a comparatively high yield. In

addition, pyrolysis-based methods enable better control of the nanotube dia-

meter and produce longer nanotubes than those produced by sublimation/con-

densation methods. The major disadvantage of pyrolysis methods is that they

produce lower quality nanotubes having structural imperfections.

In the following sections, we first discuss different production methods

belonging to the sublimation/condensation group as well as those belonging to

the pyrolysis group.

3.9.3.1 Arc-discharge Method

Original production39,253 of carbon nanotubes was carried out in the same arc-

discharge method used to produce fullerenes (Figure 3.20) where a DC arc is

used to evaporate carbon electrodes in vacuum or inert atmosphere. This

method is one of the sublimation/condensation production methods. The only

difference is that in nanotube production the carbon electrodes were kept apart

at a distance instead of being in continuous contact as in the case for fullerene

production. The initial carbon nanotube yield using this method was rather

poor. Subsequent studies222,254–257 showed that several factors are important in

producing a high yield and good quality of carbon nanotubes. These factors

included the pressure of the inert atmosphere inside the evaporation chamber,

the stability of the plasma field, quality and composition of graphite electrodes,

and efficient cooling of the electrodes and chamber. The most important factor

of these is the pressure of helium inside the production chamber, which appears

to be optimized at 500 Torr.254 Interestingly, in this method, if the helium

pressure was kept under 100 Torr the process mainly produces [60] fullerene

molecules. This point elucidates the extremely important role played by the

production atmosphere in determining which form of fullerene is most stable,

and hence is the main product of the process. The fact that simulation studies

(usually conducted in a pure vacuum) showed that spheroidal geometries of

giant fullerenes are more favorable than tubular geometries (Section 3.6) might

be clouded by the eliminated atmosphere factor.
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Regarding the arc current, it is now known that maintaining the current as

low as possible enables maintaining stable plasma and increases the nanotube

production yield. In addition, a graphite rod containing metal catalyst (Ni, Fe,

Co, Pt, Pd, etc.) used as the anode with a pure graphite cathode was found to

increase the nanotube yield.43,117,198

The maximum yield is achieved with Ni-Co. It was also observed that the

addition of sulfur increases the catalytic effect of other metal catalysts.258,259

Efficient cooling has also been shown to enable avoiding excessive sintering of

the soot – an essential condition for good quality nanotubes. SWCNTs have

also been obtained in high yield in the arc discharge method by using a

bimetallic Ni-Y catalyst in a helium atmosphere.260 The efficiency by this

method was sharply increased by positioning the two graphite electrodes at 301

angle instead of the conventional 1801 alignment. This new arrangement is

referred to as the arc-plasma-jet method and it typically yields SWCNTs at a

rate of 1 gmin�1.261

The morphology of the produced nanotube was also found to depend on the

nature of the chamber atmosphere. MWCNTs were primarily formed in a

methane atmosphere.262 The important role of hydrogen presence in the for-

mation and production of MWCNTs was confirmed by multiple studies.263–266

Interestingly, round fullerenes will not form in an atmosphere of a gas including

hydrogen atoms.267 Water as an atmosphere for the arc discharge method was

also used to produce well graphitized MWCNTs.268 In addition, a new mor-

phology of carbon nanostructures in the shape of a petal was found to form in

such an atmosphere.264 The production of double-walled carbon nanotubes

(DWCNTs) by arc discharge method in a hydrogen atmosphere under similar

operating conditions has also been reported.269,270 Production of high quality

double- and single-walled nanotubes was achieved by a high temperature pulsed

arc discharge method that utilizes a DC pulsed arc discharge located inside a

furnace to maintain homogeneous production condition.271,272

Carbon nanotubes grown by the arc discharge method are, in general, not

aligned but are rather produced in the form of a web. Partially aligned

SWCNTs can be grown by convection273 or a directed arc plasma method.274

Because of the high production temperature of the arc discharge method, the

produced carbon nanotubes are expected to be of high quality.

3.9.3.2 Other Condensation Methods

Carbon nanotubes could also be produced through the condensation of

carbon vapor in the absence of an electric field. The process starts with the

evaporation of a graphite target and then the carbon vapor would condense

into carbon nanotubes, mainly single-walled, on a cooled substrate under the

appropriate conditions. Earliest reports involving such a method for car-

bon nanotubes production came from a group at the Russian Academy of

Science who used an electron beam to evaporate graphite in high vacuum

(10�6 Torr).275,276 The carbon vapor condensed on a quartz substrate
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producing, among other forms, what was later described as imperfect

MWCNTs.277 The condensation of carbon vapor was also used to produce

carbon nanotubes after evaporating carbon by resistively heating carbon foils

and condensing the vapor on freshly cleaved highly oriented pyrolytic graphite

(HOPG) substrate under high vacuum (10�8 Torr). The so-produced nanotubes

were essentially SWCNTs with diameters ranging between 1 and 7 nm.278,279

Laser beams (typically a YAG or a CO2 laser) were also used to evaporate

carbon in an inert gas atmosphere to produce carbon nanotubes by the same

method.280–282 Concentrated sunlight was also reported as an applicable gra-

phite sublimation method to produce carbon nanotubes.283–285

3.9.3.3 HiPco Process and Other Pyrolytic Methods

For over a century, it has been known that filament-like carbon species can be

produced by catalytic decomposition of carbon-containing gas on a hot sur-

face. This phenomenon was first discovered by the Schultzenbergers in 1890

while experimenting with the passage of cyanogens over red-hot porce-

lain.202,286 The phenomenon was re-investigated in the 1950s and it was

established that carbonous filaments can be produced by the interaction of a

wide range of hydrocarbon and other carbon-containing gases (such as CO)

with metal surfaces such as iron, nickel, platinum, and cobalt.287–289 In the case

of carbon monoxide source, the technique mainly depends on the CO dis-

proportionation reaction that can be described as follows:

2COðgÞ , CðsÞ þ CO2ðgÞ ð3:20Þ

The very early, and unrealized, production of carbon nanotubes by Endo

and co-workers (Figure 3.4a) from benzene vapor was based on this process. In

1999, Mukhopadhyay et al. reported and described the optimization details of a

large-scale production method of quasi-aligned carbon nanotube bundles.290

The method includes catalytic decomposition of acetylene over well-dispersed

metal particles embedded in commercially available zeolite at a lower tem-

perature (in the range of 700 1C). The produced tubes were mainly homo-

geneous, perfectly graphitized multi-walled tubes with inner diameter ranging

from 2.5 to 4 nm, and an outer diameter ranging from 10 to 12 nm.

In 2001 Smalley’s group at Rice University rediscovered the technique and

developed a new method that they called ‘‘HiPco’’ that utilized high-pressure

carbon monoxide as a precursor for SWCNT mass production.291 In this

process SWCNTs are grown in a high-pressure (in the range 30–50 atm), high-

temperature (in the range 900–1100 1C), flowing CO atmosphere. Iron is added

to the gas flow in the form of iron pentacarbonyl [Fe(CO)5]. Upon heating, the

Fe(CO)5 decomposes and the iron atoms condense into clusters. These clusters

serve as catalytic particles upon which SWCNTs nucleate and grow in the gas

phase via the CO disproportionation reaction. The technique produces highly

pure SWCNTs at rates of up to 450mgh�1.
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Since then, many other pyrolytic methods have been described in which

carbon nanotubes can be produced. For example, the modified, self-regulated

arc discharge method has also been used to decompose liquid hydrocarbons in

carbon nanotube structures.292 An electric furnace has also been used to

commercially produce carbon nanotubes from toluene.293 More recently,

production methods based upon decomposition of ethanol (with ferrocene as a

catalyst) in a vertical furnace,294 and over silica coated cobalt catalyst295 have

been reported. Acetylene diluted with argon has also been reported to be a

good precursor for pure SWCNT production.296 The current status of carbon

nanotube production by pyrolytic methods was recently reviewed by E.

Rakov.297

Purification of carbon nanotubes78,298–303 is, typically, based upon oxidative

treatment using oxygen or other oxidants such as nitric acid or hydrogen

peroxide to remove carbonaceous impurities as well as metal catalyst impu-

rities. To reduce carbon nanotube damage due to oxidative purification treat-

ments, other acidic treatments were suggested using hydrochloric acid (HCl).

Such alternative acidic treatments, while shown to be less damaging to the

nanotubes, are considered less effective in removing the impurities. More

recently, a room temperature, liquid bromine based treatment was reported to

be more effective in removing impurities and less damaging to the nanotubes

than other treatments. Table 3.6 shows different carbon nanotube purification

treatments reported in the literature.299,304–308 Figure 3.43 shows an electron

micrograph of carbon nanotubes before and after purification.

3.10 Two-dimensional Fullerenes – Graphene

Two-dimensional fullerenes are simple single or few layers of graphene sheets.

This type of fullerene was the latest to be prepared and investigated. The

physics of single or few layers of graphene sheets have been shown to be very

unique and vastly different from the physics of bulk layered graphite.58 Despite

Landau309 and Peierls310 argument, more than half a century ago, stating that

strictly two-dimensional (2D) crystals are thermodynamically unstable and

cannot exist, and despite Mermin’s311 confirmation, in 1968, of the argument

and ample experimental support, single and few layers of graphene were

experimentally observed and reported less than 5 years ago.44–45,58,312 Ther-

modynamically, the melting temperature of free standing thin films should

rapidly decrease with decreasing film thickness. Once the film thickness reaches

a limit of, typically, a few tens of atomic distances, the film should become

unstable, i.e., decompose or transform into particles (3D structures) unless it is

part of a three-dimensional system, i.e., grown on a substrate.313–315 A scientific

debate is currently active regarding the exact thermodynamic bases of stability

for experimentally observed graphene ribbons. Furthermore, several other

questions regarding the reasons behind the experimentally observed wrinkles,

and the exact chirality of the film edges (zigzag or armchair), are still being

investigated. The superior electrical and thermal properties of graphene
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triggered a ‘‘graphene rush’’.312,316–342,47,49–54,56,59 In fact, publication statistics

show that over 1500 papers have been published with the term ‘‘graphene’’ in

their title since 2004, which is roughly one paper per day, reflecting the potential

of such building blocks in future nanotechnology. Figure 3.44 shows a scan-

ning-electron micrograph of a relatively large graphene crystal, which shows

that most of the crystal’s faces are zigzag or armchair edges as indicated by blue

and red lines and illustrated in the inset.

Figure 3.43 Transmission electron micrograph of (a) as-produced SWCNTs and (b)
bromine-purified SWCNTs purified to a residual iron content of ca. 3%
by weight. (Reproduced with kind permission from Mackeyev et al., ref.
299. Copyright Elsevier 2007.)

Figure 3.44 Scanning-electron micrograph of a relatively large graphene crystal,
which shows that most of the crystal’s faces are zigzag and armchair
edges, as indicated by blue and red lines and illustrated in the inset.
(Reproduced by kind permission from Geim and Novoselov, ref. 58.
Copyright Nature Publishing Group 2007.)
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The atomic structure of single-layered graphene sheets on insulating SiO2

substrates (the most commonly used device configurations) has been investi-

gated using atomic resolution scanning tunneling microscopy (STM).320 While

the hexagonal lattice symmetry of graphene was confirmed, atomic resolution

STM images reveal the presence of triangular symmetries, which break the

hexagonal lattice symmetry of the graphitic lattice. In addition, structural

corrugations of the graphene sheet partially conform to the underlying silicon

oxide substrate, emphasizing the important of substrate topography on the

configuration, and hence the performance, of graphene sheets. Figure 3.45

shows a scanning tunneling microscopy micrograph depicting both hexagonal

and triangular lattices experimentally observed in a single-layered graphene

sheet on SiO2. Other point defects and deviations from hexagonal symmetry

can also be observed.

It is widely known that point defects (or imperfections) such as vacancies,

substitutional, or interstitial imperfections and topological defects are usually

associated with lattice perturbation. In a nanosystem, like graphene, such

perturbations can be significant enough to change the electronic and the vibra-

tional properties of the system, and therefore can modify the thermodynamic

Figure 3.45 Scanning tunneling microscopy micrograph depicting both hexagonal
and triangular lattices experimentally observed in a single-layered gra-
phene sheet on SiO2. Other point defects and deviations from hexagonal
symmetry can also be observed. (Reproduced with kind permission from
Ishigami et al., ref. 320. Copyright American Chemical Society 2007.)
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Figure 3.46 Optimized atomic structure of graphene with three different point
defects: (a) a mono-vacancy (MV) defect, (b) a di-vacancy (DV) defect,
and (c) a Stone–Wales (SW) defect. The latter two structures are almost
flat, while for the MV one the unpaired atom has a large out-of-plane
displacement of 0.49 Å. (Reproduced with kind permission from Popov
et al., ref. 343. Copyright Elsevier 2009.)

Figure 3.47 Schematic of the microwave chemical vapor deposition system for the
growth of graphene sheets. (Reproduced with kind permission from
Yuan et al., ref. 47. Copyright Elsevier 2009.)
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properties. In 2009, Popov et al.343 investigated, using density functional theory

(DFT) calculations, three different possible types of point defects and their effect

on electronic and optical performance of single graphene sheets. The three

different types of defects investigated were a mono-vacancy (MV), a di-vacancy

(DV), and a Stone–Wales (SW) defect (described in Section 3.4). Figure 3.46

shows the optimized atomic structure of graphene with three different point

defects: (a) a MV defect, (b) a DV defect, and (c) a SW defect. All three

Figure 3.48 (a) Schematic of the longitudinal unzipping of a SWCNT into a single
graphene sheet. (b) Proposed chemical mechanism of nanotube unzip-
ping into graphene sheets. (Reproduced with kind permission from
Kosynkin et al., ref. 335. Copyright Nature Publishing Group 2009.)
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structures are almost flat, except for theMV one, where the unpaired atom has a

large out-of-plane displacement of 0.49 Å.

The defects were found to modify the electronic structure and the phonons of

graphene, giving rise to new optical transitions and defect-related phonons. In

addition, DFT and quantum Monte Carlo simulations of Stone–Wales defects

in graphene reported by Ma et al.336 reveal that the structure of the Stone–

Wales defect in graphene is more complex than thus far appreciated. In their

report, Ma et al pointed out that rather than being a simple in-plane trans-

formation of two carbon atoms, Stone–Wales defects result in out-of-plane

wave-like defect structures that extend over several nanometers.336 To this end,

graphene is clearly another frontier to be explored.

Graphene has been recently prepared by several approaches.51,58,321,344

Some of these approaches, including several lithographic,318,319 chemical,317,329

and other synthetic procedures,332 are known to produce microscopic samples

of graphene. Macroscopic quantities of graphene were also produced using

conventional326 as well as microwave plasma chemical vapor deposition,47

in addition to traditional liquid-phase exfoliation of graphite.53 Figure 3.47

shows a schematic of the recently (2009) developed microwave plasma chemical

vapor deposition instrument used to grow macroscopic quantities of graphene

sheets.

Another unique approach to preparing graphene is by longitudinal unzip-

ping of single- and multi-walled carbon nanotubes using oxidation treat-

ment.335 This approach is very well suited for research purposes since it enables

the preparation of very well controlled samples for scientific investigations. The

oxidation treatment involves suspending carbon nanotubes in concentrated

sulfuric acid followed by treatment with 500 wt% KMnO4 for 1 h at room

temperature (22 1C). Figure 3.48(a) shows a schematic of the unzipping process,

while Figure 3.48(b) shows the oxidation chemical reaction leading to the

longitudinal unzipping of the nanotube into a graphene sheet. Figure 3.49

shows transmission electron micrographs depicting the transformation of

MWCNTs into oxidized graphene sheets. The graphene sheet yield using

Figure 3.49 Transmission electron image depicting the transformation of MWCNTs
(left) into oxidized graphene sheets (right). (Reproduced with kind per-
mission from Kosynkin et al., ref. 335. Copyright Nature Publishing
Group 2009.)
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this method is almost 100% and, hence, no further purification process is

required.

We have discussed the structure, production methods, and purification

methods mainly of the fullerene building blocks. In the next chapter, we dis-

cuss the properties of such fullerene building blocks individually and the

unique properties of nanostructured systems based on such fullerene building

blocks.
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235. A. Latgé and D. Grimm, Carbon, 2007, 45, 1905.

236. Z. Gu, K. Wang, J. Wei, C. Li, Y. Jia, Z. Wang, J. Luo and D. Wu,

Carbon, 2006, 44, 3315.

237. E. Mamontov, C. Burnham, S. Chen, A. Moravsky, C. Loong, N. de

Souza and A. Kolesnikov, J. Chem. Phys., 2006, 124, 194703.

238. D. Tang, L. Ci, W. Zhou and S. Xie, Carbon, 2006, 44, 2155.

239. G. Marcolongo, G. Ruaro, M. Gobbo and M. Meneghetti, Chem.

Commun., 2007, 4925.

240. X. Yao and Q. Han, Eur. J. Mechanics-A/Solids, 2007, 26, 298.

241. G. Chen, J. Qiu and H. Qiu, Scr. Mater., 2008, 58, 457.

242. G. M. do Nascimento, T. Hou, Y. A. Kim, H. Muramatsu, T. Hayashi,

M. Endo, N. Akuzawa and M. S. Dresselhaus, Nano Lett., 2008.

243. Y. Honda, M. Takeshige, H. Shiozaki, T. Kitamura, K. Yoshikawa,

S. Chakrabarti, O. Suekane, L. Pan, Y. Nakayama, M. Yamagata and

M. Ishikawa, J. Power Sources, 2008, 185, 1580.

244. F. Villalpando-Paez, H. Son, D. Nezich, Y. P. Hsieh, J. Kong, Y. A. Kim,

D. Shimamoto, H. Muramatsu, T. Hayashi, M. Endo, M. Terrones and

M. S. Dresselhaus, Nano Lett., 2008, 8, 3879.

245. Z. Q. Zhang, H. W. Zhang, Y. G. Zheng, J. B. Wang and L. Wang, Curr.

Appl. Phys., 2008, 8, 217.

246. I. Elishakoff and D. Pentaras, J. Sound Vibration, 2009, 322, 652.

247. J. W. Kang, O. K. Kwon, J. H. Lee, Y. G. Choi and H. J. Hwang, Solid

State Commun., 2009, 149, 1574.

248. C. Lamprecht, J. Danzberger, P. Lukanov, C. M. Tı̂lmaciu, A. M.

Galibert, B. Soula, E. Flahaut, H. J. Gruber, P. Hinterdorfer, A. Ebner

and F. Kienberger, Ultramicroscopy, 2009, 109, 899.

249. C. H. Lee, W. S. Su, R. B. Chen and M. F. Lin, Physica E (Amsterdam),

2009, 41, 1226.

177Fullerenes, the Building Blocks



250. R. Marega, G. Accorsi, M. Meneghetti, A. Parisini, M. Prato and D.

Bonifazi, Carbon, 2009, 47, 675.

251. K. Yaghmaei and H. Rafii-Tabar, Curr. Appl. Phys., 2009, 9, 1411.

252. H. W. Zhang, Z. Q. Zhang and L. Wang, Curr. Appl. Phys., 2009, 9, 750.

253. S. Iijima, P. Ajayan and T. Ichihashi, Phys. Rev. Lett., 1992, 69, 3100.

254. T. W. Ebbesen and P. M. Ajayan, Nature, 1992, 358, 220.

255. T. W. Ebbesen, Annu. Rev. Mater. Sci., 1994, 24, 235.

256. T. W. Ebbesen, Carbon Nanotubes: Preparation and Properties, CRC

Press, Boca Raton, 1997.

257. S. Seraphin, D. Zhou, J. Jiao, J. Whiters and R. Loutfy, Carbon, 1993, 31,

685.

258. M. Yudasaka, Y. Kasuya, F. Kokai, K. Takahashi, M. Takizawa, S.

Bandow and S. Iijima, Appl. Phys. A, 2002, 74, 377.

259. Y. Ando, X. Zhao, T. Sugai and M. Kumar, Mater. Today, 2004, 7, 22.

260. C. Journet, W. K. Maser, P. Bernier, A. Loiseau, M. L. de la Chapelle, S.

Lefrant, P. Deniard, R. Lee and J. E. Fischer, Nature, 1997, 388, 756.

261. Y. Ando, X. Zhao, K. Hirahara, K. Suenaga, S. Bandow and S. Iijima,

Chem. Phys. Lett., 2000, 323, 580.

262. Y. Ando, Fullerene Sci. Technol., 1994, 2, 173.

263. M. Wang, X. Zhao, M. Ohkohchi and Y. Ando, Fullerene Sci. Technol.,

1996, 4, 1027.

264. Y. Ando, X. Zhao and M. Ohkohchi, Carbon, 1997, 35, 153.

265. X. Zhao, M. Ohkohchi, M. Wang, S. Iijima, T. Ichihashi and Y. Ando,

Carbon, 1997, 35, 775.

266. X. K. Wang, X. W. Lin, V. P. Dravid, J. B. Ketterson and R. P. H.

Chang, Appl. Phys. Lett., 1995, 66, 2430.

267. Y. Tai, K. Inukai, T. Osaki, M. Tazawa, J. Murakami, S. Tanemura and

Y. Ando, Chem. Phys. Lett., 1994, 224, 118.
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330. Z. Wang, H. Lim, S. Ng, B. Özyilmaz and M. Kuok, Carbon, 2008, 46,

2133.

331. Z. Wei, D. E. Barlow and P. E. Sheehan, Nano Lett., 2008, 8, 3141.

332. X. Yang, X. Dou, A. Rouhanipour, L. Zhi, H. J. Rader and K. Mullen,

J. Am. Chem. Soc., 2008, 130, 4216.

333. S. Alwarappan, A. Erdem, C. Liu and C.-Z. Li, J. Phys. Chem. C., 2009,

113, 8853.

334. J. Hu, X. Ruan and Y. P. Chen, Nano Lett., 2009, 9, 2730.

335. D. V. Kosynkin, A. L. Higginbotham, A. Sinitskii, J. R. Lomeda,

A. Dimiev, B. K. Price and J. M. Tour, Nature, 2009, 458, 872.

336. J. Ma, D. Alfe, A. Michaelides and E. Wang, Phys. Rev. B, 2009, 80,

033407.

337. Z. H. Ni, T. Yu, Z. Q. Luo, Y. Y. Wang, L. Liu, C. P. Wong, J. Miao,

W. Huang and Z. X. Shen, ACS Nano, 2009, 3, 569.

338. D. L. Nika, S. Ghosh, E. P. Pokatilov and A. A. Balandin, Appl. Phys.

Lett., 2009, 94, 203103.

339. J. Park, Y. H. Ahn and C. Ruiz-Vargas, Nano Lett., 2009, 9, 1742.

340. S. Shivaraman, M. V. S. Chandrashekhar, J. J. Boeckl andM. G. Spencer,

J. Electron. Mater., 2009, 38, 725.

341. M. L. Teague, A. P. Lai, J. Velasco, C. R. Hughes, A. D. Beyer, M. W.

Bockrath, C. N. Lau and N. C. Yeh, Nano Lett., 2009, 9, 2542.

342. Z.-S. Wu, S. Pei, W. Ren, D. Tang, L. Gao, B. Liu, F. Li, C. Liu and

H.-M. Cheng, Adv. Mater., 2009, 21, 1756.

343. V. N. Popov, L. Henrard and P. Lambin, Carbon, 2009, 47, 2448.

344. J. Meyer, A. Geim, M. Katsnelson, K. Novoselov, T. Booth and S. Roth,

Nature, 2007, 446, 60.

181Fullerenes, the Building Blocks



CHAPTER 4

The Nano-frontier; Properties,
Achievements, and Challenges

4.1 Introduction

It is well known that a major goal of materials science is to produce matter

that is ordered on all length scales, from the molecular (1–100 Å) via the

nano (10–100 nm) to the meso (1–100 mm). In fact, the identification and

sophisticated use of distinct and common features of mesosystems may hold the

key to the design of new materials with unique properties.1 Nowadays, we

know that this high degree of order at certain length-scales leads to unique

physical and mechanical properties that are different from and, indeed, superior

to those of the same material in a disordered form.2–5 Highly ordered structures

with unique physical and mechanical properties address and enable advanced

applications in medical, biological, and technological fields.6–8 Mesoscopic

systems at the micro- and the nano-scale hold the potential for whole new

forms of matter that have never existed on earth. As discussed in Chapter 1,

conventional matter is governed ultimately by the range and strength of inter-

atomic and intermolecular interactions and by the physics of bulk domains. By

constructing ‘‘nanoparticle’’ based meso-structures with engineered or designed

inter-particle interactions, based on the physics of the nanodomain, it will be

possible to create useful new structures and forms of matter that will represent

a breakthrough of almost unimaginable scientific frontiers. This is becoming

increasingly recognized as evidenced by the numerous examples of unique

nanophenomena (Section 1.8).

In previous chapters, we discussed the characteristics of nanotechnology, the

details of Raman spectroscopy as a characterization technique, and the struc-

tures and production methods of fullerene as essential building blocks for the

technology of the future. We are now in a position to examine, in detail, the

properties of these building blocks and to discuss an overview of the physics of

nanostructured systems created once such building blocks are put together.
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In this chapter we will cover the behavior of individual fullerene building

blocks and the observed behavior of mesosystems based on such building

blocks. Over a decade ago, three-dimensional carbon-based structures with

periodicity on the nanoscale were produced and shown to have unique prop-

erties.8 Nowadays, the quest continues with more amazing findings.5–7 We start

with the Raman scattering behavior of such building blocks and their systems.

4.2 Raman Scattering of Fullerenes

With a dimensionality on the order of 1 nm, fullerenes – spheres, cylinders, and

sheets – have demonstrated unique light scattering, in general, and Raman

scattering, in particular, properties. In fact, Raman spectroscopy plays a crucial

role in addressing fundamental questions regarding the physics of fullerenes.

Critical issues such as the structure and properties of fullerenes and their

molecular crystals have been addressed and largely understood based on

Raman investigations. Raman spectroscopy has also been utilized to investi-

gate thermodynamic equations-of-state and phase transitions in certain full-

erene molecular solids. In addition, surface interactions and adsorption

behavior of C60, and other fullerene forms, both have been greatly elucidated

based on Raman scattering studies.

4.2.1 Raman Scattering of C60 Molecules and Crystals

As we mentioned before, a [60] fullerene molecule (C60) has 60 carbon atoms in

a cage-like structure belonging to the icosahedral (Ih) point group symmetry.

Owing to the symmetry of the C60 molecule, its 174 normal vibration modes

(3N – 6) can be reduced to 46 distinct symmetry species according to the

following symmetries:

G ¼ 2Ag þ 3F1g þ 4F2g þ 6Gg þ 8Hg þAu þ 4F1u þ 5F2u þ 6Gu þ 7Hu ð4:1Þ

Only ten of these vibrational modes, two belonging to the Ag (2Ag) and eight

belonging to the Hg species (8Hg), are Raman active. The four (F1u) modes are

infrared active, while the remaining 32 modes are optically silent.9–13 Three of

the Raman active modes [Hg (7), Ag (2), and Hg (8)] are surface modes. They

correspond to pentagon shear, pentagon pinch, and hexagon shear modes,

respectively.14–17 The Ag (1) is a ‘‘radial breathing mode’’ (RBM) where all

atoms are radially displaced at equal magnitude and in phase. Figure 4.1

schematically shows the atomic displacement vectors corresponding to the ten

Raman active modes of C60 molecules.

Such vibration modes are known as the intramolecular (or, simply, mole-

cular) vibration modes since they are generated from atomic degrees of freedom

within the molecule itself as we discussed in Chapter 2. Later, we will examine

other types of vibration modes (referred to as intermolecular, or lattice,

vibration modes) that have been observed in groups of C60 fullerene molecules
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interacting and forming crystals or cooperative structures. The energies and,

hence, the frequencies of the Raman active intramolecular vibration modes of

C60 were theoretically investigated and calculated18 as early as 1987. Experi-

mental measurements of C60 Raman spectrum, however, had to wait until the

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j)

Figure 4.1 Schematic diagram depicting the atomic displacement vectors corre-
sponding to Raman active vibration modes in C60: (a) Ag (1), (b) Ag (2), (c)
Hg (1), (d) Hg (2), (e) Hg (3), (f) Hg (4), (g) Hg (5), (h) Hg (6), (i) Hg (7), and
(j) Hg (8). (Reproduced with kind permission from Schlüter et al., ref. 11.
Copyright Elsevier 1992.)
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Krätschmer–Huffman method19 was developed in 1990 (Section 3.3) due to

sample availability issues. For the past 20 years, the Raman activity of C60 has

been extensively investigated both theoretically20–30 and experimentally.31–46

Table 4.1 shows the theoretical versus the experimental frequencies of the

Raman active modes for a C60 molecule. Phonon calculations and polarized

Raman scattering studies46–50 of C60 solid films showed that in the (||/||)

polarization arrangement both Ag and Hg modes are observable. In the (||/>)

polarization setup, however, only the Hg modes can be experimentally

observed. Figure 4.2 shows experimental Raman spectrum of C60 obtained

from a solid C60 film on a silicon substrate.

Table 4.1 Symmetry assignment and theoretical and experimental frequencies

of Raman active modes in a C60 molecule.

Mode Frequency (cm�1) Theoretical calculations

Giannozzi and Baroni45 Adams et al.31

Hg (1) 272 259 (�4.8%) 259 (�4.8%)
Hg (2) 433 425 (�1.8%) 427 (�1.4%)
Ag (1) 496 495 (�0.2%) 494 (�0.4%)
Hg (3) 709 711 (0.3%) 694 (�2.1%)
Hg (4) 772 783 (1.4%) 760 (�1.6%)
Hg (5) 1099 1020 (1.9%) 1103 (0.4%)
Hg (6) 1252 1281 (2.3%) 1328 (6.1%)
Hg (7) 1426 1452 (1.8%) 1535 (7.7%)
Ag (2) 1469 1504 (2.3%) 1607 (9.3%)
Hg (8) 1575 1578 (0.2%) 1628 (3.4%)

Figure 4.2 Polarized Raman spectra of C60 on a silicon substrate. Upper trace is for
(||/||) polarization, which shows both Ag and Hg modes. Lower trace is for
(||/>) polarization, which only shows Hg modes. (Reproduced with kind
permission from Eklund et al., ref. 48. Copyright Elsevier 1992.)
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Clearly, from Table 4.1, the experimentally measured frequencies always

differ from their theoretically calculated values. While most theoretical calcu-

lations studies tend to judge the accuracy of their results by comparing them to

experimental values, it should be emphasized that the unavoidable presence of

perturbation fields around the C60 molecule under experimental investigations

renders such comparison meaningless. Calculated Raman frequencies are

performed on individual isolated molecules. In contrast, experimental mea-

surements are performed on fullerenes in a condensed state in the form of solid

crystals (fullerite) or thin sublimated films. Perturbation fields resulting from

the chemical potentials of neighboring molecules, molecules of the testing

environment, and testing temperatures should all have a measureable effect on

the Raman spectrum of the tested molecules (Section 2.11).

In the solid state, C60 molecules assume a simple cube (SC) unit cell that

exhibits a phase transition into a face-centered cubic (FCC) upon heating

around a transition temperature T01 E 260K.51 The transition is also asso-

ciated with restriction of rotation of the C60 molecules. Above the transition

temperature fullerene molecules rotate almost freely in the FCC unit cell. Once

the ‘‘orientational ordering temperature’’ is reached, rotation of the fullerene

molecules is restricted to rotation about one of the {111} directions in the cell, as

shown schematically in Figure 4.3.

Figure 4.3 The four molecules in the FCC unit cell of molecular C60 solid. In this
orientation, molecules at (0,0,0), (1/2,1/2,0), (1/2,0,1/2), and (0,1/2,1/2)
rotate by the same angle about the local axes [111], [1,1̄,1̄], [1̄,1̄,1], and
[1̄,1,1̄], respectively. The sense of rotation about each axis is shown.
(Reproduced with kind permission from Copley et al., ref. 51. Copyright,
Taylor and Francis Publishers 1993.)
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In the solid state, C60 is nearly an ideal molecular solid with weak inter-

molecular van der Waals interactions. This fullerene–fullerene interaction

and the associated symmetry change (due to crystal formation) induce a new set

of intermolecular lattice vibration modes or phonons. Generally, lattice

vibrational modes can be classified into acoustic, optical, or librational modes.

Optical ‘‘lattice’’ modes are found in all solids with primitive unit cells con-

taining more than two atoms or molecules. Hence, such optical modes are

expected in the case of FCC C60 crystals. Librational modes, however, are

specific for molecular crystals. They typically originate from the inertia of

the individual molecule and are associated with a hindered rotation (rocking) of

the molecules about their equilibrium lattice sites. For C60 molecular

crystals, the frequencies of the librational and lattice modes are very low

(o40 cm�1 and o100 cm�1, respectively) because of the weak molecular cou-

pling (interaction) and the large molecular moment of inertia of fullerene

molecules.28,30,37,46,52–60 While some experimental investigations61 attributed

nine new modes, with frequencies ranging between 300 and 1620 cm�1,

observed during their investigation of pressure-induced phase transition in C60

crystals to crystal modes, the frequencies are too high to fit the interpretation.

Interaction between fullerene molecules and the solvent used as a pressure-

transmission medium in the study is most plausibly the reason for the observed

new modes. Solvent interactions and solubility of the fullerenes are discussed in

a following section. During the ‘‘Fullerene Rush’’ in the early 1990s, several

investigations led to conclusions that were later revised, or are still a con-

troversy. For example, the origin of the non-polarized 1458 cm�1 shoulder

sometimes observed in the C60 spectrum under different measurement condi-

tions had several interpretations. Such interpretations included association

with the a downshift of the intrinsic pentagonal-pinch mode,62–65 association

with a photo-polymerized state of fullerene,36–37,43,44,46–48 association with

oxygen adsorption,66,67 and the presence of two different phases of the fullerite

crystal.68,69 This controversy, and many others as we will discuss later, is not

completely resolved.40,70,71

The power of Raman spectroscopy is best demonstrated in its ability

to provide information regarding the presence of carbon isotopes (13C) within

the fullerene molecule. The isotope 13C exists with a natural abundance

of 1.1%. Hence, for C60 molecules, almost half of the molecules would have

one or more 13C isotope atoms in their structure.26,46,72,73 Owing to the pre-

sence of the isotope atom(s) within the structure, the symmetry of the fullerene

will be lowered, with an expected effect on Raman modes intensity and posi-

tion. We mentioned earlier [Section 2.8.4, Equation (2.12)] that the frequency

of a vibration mode (n) is actually scaled to the reduced mass of the atoms

involved in the mode. Hence, the presence of one or two heavier isotopes in the

fullerene cage is expected to lower the frequency of the mode involving

such isotopes. Experimentally, Raman lines associated with 12C60,
13C1

12C59,

and 13C2
12C58 could be resolved with a separation of 1�0.02 cm�1 between

these Raman peaks. Figure 4.4(a) shows high resolution non-polarized

Raman spectrum around the 1469 cm–1 ‘‘pentagon pinch’’ mode of a frozen
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solution of C60 in CS2 at 30K. The spectrum shows a three-Lorentzian fit

to the experimental data. The highest wavenumber peak is assigned to the

totally symmetric pentagonal-pinch Ag(2) mode in 12C60. The other two lines

are assigned to the pentagonal-pinch mode in molecules containing one

and two 13C atoms, respectively. Figure 4.4(b) shows the measured non-

polarized Raman spectrum in the pentagonal-pinch region for a frozen solution

of 13C-enriched C60 in CS2 at 30K (points) as well as the theoretical spectrum

computed using the sample’s mass spectrum (solid line).

Figure 4.4 (a) High-resolution non-polarized Raman spectrum around the 1469 cm�1

‘‘pentagon pinch’’ mode of a frozen solution of C60 in CS2 at 30K.
The spectrum shows a three-Lorentzian fit to the experimental data.
The highest wavenumber peak is assigned to the totally symmetric pen-
tagonal pinch Ag(2) mode in 12C60. The other two lines are assigned
to the pentagonal-pinch mode in molecules containing one and two 13C
atoms, respectively. (b) Measured unpolarized Raman spectrum in the
pentagonal-pinch region for a frozen solution of 13C-enriched C60 in
CS2 at 30K (�) as well as the theoretical spectrum computed using the
sample’s mass spectrum (solid line). (Reproduced with kind permis-
sion from Guha et al., ref. 73. Copyright American Physical Society
1997.)
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Higher-order Raman bands, including overtones and recombination, in C60

were also experimentally observed.43 Figure 4.5 shows the spectrum recorded in

the spectral range 100–3500 cm�1.

4.2.2 Raman Scattering of C70

Raman scattering of C70 has also been investigated extensively both theoreti-

cally14,21,24,25,44,47,57,74–85 and experimentally.47,56,81–83,85–94 The Raman spec-

trum of C70 is much more complicated than that of C60 because of the lower

symmetry of the C70 molecule (D5h point group, Section 2.6.1), and contains

53 Raman active modes. Figure 4.6 shows one of the earliest reported non-

polarized Raman spectrum of C70 film on a silicon substrate.

Table 4.2 shows the assignment of mode symmetries for C70. The table lists

two assignments, one from the very early work on the subject in 1991 and the

other is from one of the latest reports in 2008. The slight difference in the results

is interesting. In general, it can be noticed that modes below ca. 900 cm�1 tend

to have predominantly radial displacements, while the higher wavenumber

modes have predominantly tangential displacements.

Regarding the Raman scattering of higher fullerenes, very little has been

reported about the details of their vibrational spectra.15,80 Several factors have

contributed to this state of little knowledge, including lower symmetry, larger

number of degrees of freedom, and the many possible isomers of such higher

Figure 4.5 Full-range Raman spectra of C60 showing all first order in addition to
overtones and combination modes of C60 at low (T¼ 20 K) and high
(T¼ 523K) temperatures. (Reproduced with kind permission from Dong
et al., ref. 43. Copyright American Physical Society 1993.)
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fullerenes. More importantly, the lack of adequate quantities of well-separated

and characterized samples of higher fullerenes was a major reason for the

dearth of experimental investigations.

4.2.3 Raman Scattering of Single-walled Carbon Nanotubes

The Raman spectrum of single-walled carbon nanotubes (SWCNTs) has also been

investigated both theoretically and experimentally. Lattice dynamics and phonon

symmetry investigations95–102 for SWCNTs show that there are eight Raman

active modes for achiral tubes and 14 Raman active modes for chiral tubes. The

symmetry species of the Raman active modes can be classified as follows:

Zigzag tubes : G ¼ 2A1g þ 3E1g þ 3E2g ð4:2Þ

Armchair tubes : G ¼ 2A1g þ 2E1g þ 4E2g ð4:3Þ

Chiral tubes : G ¼ 3A1 þ 5E1 þ 6E2 ð4:4Þ

Figure 4.6 Non-polarized Raman spectrum of C70 film deposited on a silicon sub-
strate. Superimposed are the calculated Raman active modes. (Repro-
duced with kind permission from Meilunas et al., ref. 89. Copyright
American Institute of Physics 1991.)
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Table 4.2 Symmetry assignment and frequency (cm�1) of Raman active

modes in C70. Early and current state on knowledge.

Meilunas et al. (1991)89 Wang and Fang (2008)408

VRaman Mode VRaman Mode

224(S)
227(s) E0

2

229 5
252(S) 253(S) A0

1

260 A0
1 259(S) A0

1

303(m) E0
2

309(S) E0
2

327(m) A0
1

361(w) A0
1

382(w) A0
1

400 396(m) A0
1

410(m) E00
1

413
419(w) E00

1

431(m) E00
2

436
457 457(S) A0

1

481(w) E00
1

490(vw) E00
2

508 509(w) E00
1

521 520(w) E0
2

535(vw) E00
2

568(S) A0
1

572 A0
1

578(vw) A0
1

640(vw) E0
2

675(m) A0
1

700(S) E00
1

704 E0
1

715
721(m) A0

1

737(S) E00
1

740 E00
1 or E

0
2

796(m) E0
2

771 E00
1 or E

0
2 801(m) E0

2

898(m) E0
2

947(vw) E0
2

1012(w) E00
1

1053(S)
1061(S) A0

1

1063 A0
1

1086(w) E00
1

1167 A00
2

1182(S) E00
1

1187 A0
1 E00

1

1228(S) E0
2

1232 A0
1

1256(w) E00
1

1259 E00
1 or E

0
2

(Continued )
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Figure 4.7 shows the displacement vector for Raman active modes of (a)

armchair and (b) zigzag SWCNTs. As shown in the figure, for armchair tubes

the two totally symmetric (A1g) modes originate from the radial breathing

mode (RBM) and the displacement of atoms in the circumferential (transverse)

directions. For zigzag tubes, the two totally symmetric (A1g) modes originate

from the radial breathing mode and the longitudinal (shear) displacement of

the carbon atoms. In chiral tubes, however, both longitudinal and transverse

phonons are fully symmetric (A1).
101–106

In general, the Raman spectrum103–112 of SWCNTs shows two classes of

peaks: a low wavenumber class (usually less than 300 cm�1) resulting from

radial displacements of the carbon atoms (radial breathing mode of the tube),

and a high wavenumber class resulting from tangential displacements of the

carbon atoms (tangential or surface modes) in the range 1350–1580 cm�1.

Second-order modes can also be observed in the Raman spectrum around

2700 cm�1. Figure 4.8 shows a typical spectrum of SWCNTs, showing the

RBM, the tangential modes, and the second-order modes as measured using a

near-infrared 785 nm wavelength laser excitation and recorded at ambient

conditions. The higher wavenumber modes include the D-band (around

1360 cm�1), which is related to structural defects in the nanotube, the G-band

(three modes belonging to the A, E1, and E2 symmetry in the range 1550–

1605 cm�1), and the G0 band (a second order mode around 2700 cm�1).

Features marked with ‘*’ in the figure at 303, 521, and 963 cm�1 are from the

Si/SiO substrate.103

Table 4.2 Continued.

Meilunas et al. (1991)89 Wang and Fang (2008)408

VRaman Mode VRaman Mode

1294(m) E00
1

1301
1316 E00

1 or E
0
2

1332(m) E0
2

1335 E00
1 or E

0
2

1349(m) A0
1

1367(m) A0
1

1371 E0
1

1373(w)
1439(S) E0

1 E00
1

1443(S)
1445(S) E0

2

1449 A0
1

1461 (S)
1463(S)

1469(S) E00
1

1471 A0
1

1512(S) E00
1

1515 E00
1 or E

0
2

1565(S) E0
2

I569 A0
1
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Several studies have investigated the correlation between Raman spectrum

characteristics and SWCNTs structure and properties. The position of the

RBM (n) in SWCNT bundles was reported to correlate linearly with the tube

diameter (d) according to the relationship:113,114

vðcm�1Þ ¼
223:75

dðnmÞ
þ 14 ð4:5Þ

When isolated individual SWCNTs were investigated, the correlation between

the RBM position and tube diameter was reported to be:98,103,110

vðcm�1Þ ¼
248

dðnmÞ
ð4:6Þ

Armchair Tubes

Radial

Tangential

Axial

Zigzag Tubes

Radial

Tangential

Axial

Figure 4.7 Schematic diagrams depicting the atomic displacement vectors corre-
sponding to all Raman active vibration modes in armchair (n,n) and in
zigzag (n,0) SWCNTs.
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and later reported as:115

vðcm�1Þ ¼
214:4� 2

dðnmÞ
þ 18:7� 2 ð4:7Þ

The difference in Raman position of the RBM was related to tube–tube

interactions within a tube bundle. Tube interaction with their supporting

substrate or their environment116–119,98 would also cause a shift in the tube

RBMs due to perturbation effects as we discussed earlier (Section 2.11). Such

perturbation effects can cause significant shifts in the RBM of SWCNTs,

rendering Equations (4.5)–(4.7) useless.

Intensities of RBMs were also found to depend on the energy of the exci-

tation laser due to Raman resonance effects (Section 2.12). Metallic tubes with

|n –m|¼ 3q and semiconducting tubes with |n –m|¼ 3q� 1 (where q is an

integer, see Section 3.9.1) would resonate at different excitation laser energies

according to their diameter, which controls their electronic structure. It has

been established117,120–122 that once the excitation laser energy is within 0.1 eV

of the van Hove singularityi inter-band transition (Eii) for a particular tube, the

radial breathing mode of that particular tube will exhibit a resonance Raman

effect and its RBM band will be prominent in the Raman spectrum. Hence

Figure 4.8 Full Raman spectrum of SWCNT taken with excitation laser (785 nm).
(Reproduced with kind permission from Jorio et al., ref. 103. Copyright
American Physical Society 2001.)

iFor readers without physics background, an elementary solid state physics reference can be con-
sulted for further information on van Hove singularities. However, the point here is to realize that
depending on the excitation laser wavelength certain types (metallic versus semiconducting) with
certain diameter nanotubes will be in resonance; hence their RBM will be more prominent in the
spectrum.
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certain nanotubes can be more observable using the typical argon ion green

laser (wavelength 514.5 nm) while other nanotubes can be more observable

using a typical solid state laser (wavelength 780 nm).

Raman dispersion effects (Section 2.15) were clearly observed in the D-band

and its second-order G0-band features of both metallic and semiconducting

SWCNT Raman spectra.98,101,108,121,103–105,123–137 Owing to dispersion effects,

the observed frequency of the D-band ranges between 1250 and 1450 cm�1. The

frequency of the second-order feature G0, however, was reported to range

between 2500 and 2900 cm�1, also due to dispersion effects. The observed

dispersion effect in the frequency of both bands showed a linear dependence on

the laser excitation energy (EL) within the range 1.0oEL o4.5 eV with a pla-

teau or step-like feature around excitation energy of 2 eV.98,111,138,139 The step-

like feature was related to electron–phonon coupling effects. The frequency of

the G0 (oG0, in cm�1) linear dependence on the excitation laser energy (EL in

eV) can be fitted to the equation:

oG0 ¼ 2420 þ 106EL ð4:8Þ

Figure 4.9 shows the experimental results measured for the dispersion effect

on the peak position of the G0 band for laser excitation energies ranging

between 1.5 and 3.0 eV.

More recently, dispersion effect in graphitic material in general, and in

carbon nanotubes in particular, was related to a double resonance scattering

effect.105,136,137a,140–142 Figure 4.10 shows the experimental results versus cal-

culations – based upon double-resonance theory – for the dependence of the D-

band on laser excitation energy. Clearly, the calculations are in good agreement

with experimental results reported by several groups.

Another important capability of the Raman technique is its ability to dis-

criminate metallic and semiconducting nanotubes based on the shape of the

G-band.140,143–148 The crucial point to note here is that, in a nanosystem such as a

SWCNT, slight changes in the system features, chirality for example, lead to

measurable changes in the system’s properties that can be investigated using the

Raman technique. Notably, while Raman investigation of SWCNTs started as

early as their discovery in the early 1990s, the richness of the technique capabilities

as a diagnostic tool for carbon nanotubes is still being explored.106,131,148–181

Polarized Raman also plays a major role in investigating the structure of

carbon nanotube based systems.182,183 The technique provides invaluable

information regarding the orientation of nanotubes. Table 4.3 shows the

Raman scattering tensors184–190 of the phonons in carbon nanotubes. The

intensity of Raman active mode depends on the polarization scattering settings

(Section 2.14) as measured in reference to the tube axial direction. Figure 4.11

shows polarized Raman spectra (collected in a backscattered ||/|| geometry) of

an ultrathin film (o60 nm) of oriented SWCNTs. Clearly, from the figure, the

intensity of the Raman active modes is highest when the laser polarization

direction is parallel to the tube axis direction (y¼ 01). The Raman active modes,

however, disappear when the laser polarization direction is normal to the tube
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axis (y¼ 901). Figure 4.12 shows the experimentally measured intensities (col-

lected in a backscattered ||/|| geometry, a VV geometry) of all Raman active

bands in an isolated SWCNT as a function of orientation angle (y) between the

excitation laser polarization and the tube axial directions.

The ability of the Raman technique to measure orientation of nanotubes is

essential to investigating nanostructured mesosystems. Figure 4.13 shows

color-coded polarized Raman maps depicting the orientation of SWCNTs

within two different films.191 The map in Figure 4.13(a) shows a very well-

aligned film, while that in Figure 4.13(b) shows a film that contains domains of

Figure 4.9 Dispersion effect in the G0-band of isolated SWCNTs: (a) Raman spectra;
(b) G0-band position plotted as a function of excitation laser energy. [(a)
Reproduced with kind permission from Shimada et al., ref. 106. Copyright
Elsevier 2005. (b) Reproduced with kind permission from Souza Filho
et al., ref. 138. Copyright American Physical Society 2001.]
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well-aligned tubes separated by boundaries of misaligned tubes. Based on our

previous discussions, it can be predicted that the electrical, thermal, optical,

and most probably chemical properties of these two films will be different.

However, this particular area is still a frontier to explore by systematic scientific

investigation driven by very promising evidence, as we discussed in Chapter 1.

4.2.4 Raman Scattering of Double- and Multi-walled Carbon

Nanotubes

The Raman spectrum of multi-walled carbon nanotubes (MWCNTs) typically

shows the D, G, and G0 bands. Radial breathing modes typical of SWCNTs are

not part of a multi-walled tube. The simplest explanation for this is that the

radial breathing mode requires all carbon atoms to translate in-phase in the

Figure 4.10 Measured and calculated frequencies of the D band as a function of the
excitation energy. The open symbols correspond to experimental data
and the closed squares to the calculated phonon energies in double
resonance. The line is a linear fit to the theoretical values. The numbers
following the references give the corresponding slopes (in cm�1/eV) for
the data reported by each research group. (Adapted with kind permission
from Thomsen and Reich, Ref. 137a. Copyright American Physical
Society, 2000.)

Table 4.3 Raman scattering tensors for different modes in carbon nanotubes.

A1(g) A2(g) E1(g) E1(g) E2(g) E2(g)

a 0 0

0 a 0

0 0 b

0

@

1

A

0 e 0

�e 0 0

0 0 0

0

@

1

A

0 0 c

0 0 0

d 0 0

0

@

1

A

0 0 0

0 0 �c

0 �d 0

0

@

1

A

0 f 0

f 0 0

0 0 0

0

@

1

A

�f 0 0

0 f 0

0 0 0

0

@

1

A
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radial direction. The possibility for such a mode to occur in multi-concentric

tubes is very low. In 2008, however, while investigating the Raman spectra of

MWCNTs with argon ion (514.5 nm) laser power ranging between 5 and

20mW, Rai et al.192 observed RBMs characteristic of SWCNTs as the laser

power is increased to 10, 15, and 20mW. The RBMs appear in the range

200–610 cm�1. They were attributed to the local synthesis of SWCNTs at the

top surface of the samples due to higher laser power. Interestingly, the spec-

trum recorded at a laser power of 20mW shows radial breathing modes

only! All higher frequency modes are not observed in the spectrum recorded at

such high laser power. More interestingly, exposing the sample to 20mW of

laser power and then recording the Raman spectrum at 5mW resulted in,

basically, a similar spectrum to that recorded at 20mW of laser power. These

results require further investigation to better understand such a phenomenon.

Figure 4.14 shows the Raman spectra for MWCNTs recorded using different

laser powers.

Figure 4.11 Polarized Raman spectra collected in a backscattered ||/|| setup of an
ultrathin film (to60 nm) of oriented SWCNTs deposited on a substrate.
Each spectrum is collected at a different angle (y) between the polar-
ization direction and the tube axis direction. (Reproduced from Reber
and Amer, ref. 182. Courtesy of Professor M. Amer.)
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Double-walled carbon nanotubes (DWCNTs), in contrast, provide the

simplest system to study the perturbation effects on nanotubes, especially the

confinement due to interaction between concentric nano-cylinders. Since

SWCNTs can be either metallic (M) or semiconducting (S), DWCNTs can

assume any of the four possible configurations (i.e., M@M, M@S, S@S, and

S@M). Each of these configurations would have different electronic properties

and, hence, a different Raman spectrum. The configurations available for

MWCNTs are yet more versatile and sophisticated. Several investigations have

utilized Raman scattering to understand the dependence of the electronic and

optical properties of double- and multi-walled carbon nanotubes on their

configuration.135,192–199 Considering the recently developed techniques to

remove end caps and shorten nanotubes,200 or, in other words, tailoring

nanotubes, and to selectively synthesize different types of single and multi-

layered nanotubes,201 such investigations definitely have important implica-

tions in the fabrication of electronic devices using different types of

Figure 4.12 Intensities of Raman bands for an isolated SWCNT experimentally
measured in a VV configuration as a function of orientation angle (y)
between tube axis and laser polarization direction. (Reproduced with
kind permission from Duesberg et al., ref. 183. Copyright American
Physical Society 2000.)
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semiconducting and metallic nanotubular interconnects. Figure 4.15 shows

Raman spectra of the RBM, G band, and G 0 band features taken from the

same isolated DWCNT consisting of a semiconducting tube in a metallic one.

By using two laser energies (shaded regions), the inner semiconducting

(EL¼ 1.91 eV) and the outer metallic (EL¼ 1.61 eV) constituents of the

DWCNT can be detected. The peak frequencies are marked followed by the

corresponding full-width at half maximum (FWHM) in parenthesis. A blank

frame in the figure means that no G0 data was acquired due to luminescence

from the silicon substrate. Notably, once the structure of the DWCNT was

reversed, i.e., a metallic tube inside a semiconducting tube, the Raman spec-

trum of the tube was different. In this case both metallic and semiconducting

tubes were excited – meaning that their RBMs were observable – at the same

excitation laser energy. Figure 4.16 shows the Raman spectrum of an isolated

M@S DWCNT (EL¼ 2.33 eV) depicting the RBM, G, and G0 bands of both

tubes.

Inter-tube interaction and its effect on tube properties (especially electrical,

thermal, and optical) as reflected in the tube Raman activity and band shape

and position is also illustrated by the observed shifts in the G0-band positions of

single-walled and multi-walled carbon nanotubes once they are mixed together.

Amer202 found that once SWCNTs are mixed with multi-walled nanotubes, the

position of the G0-band of both types of tubes exhibits a blue-shift. The shift is

linear as a function of SWCNT weight (%) in the mixture. The mixtures were

prepared by dissolving both types of tubes in dimethylformamide (DMF),

mixing the solutions and sonicating the mixed solution for 30min. Raman

Figure 4.13 Polarized Raman maps of SWCNT films on silicon substrates. (a) A
10� 10mm orientation map of a well-aligned homogeneous film and (b) a
10� 10mm map showing multi-domains with boundaries of unaligned
regions. (Reproduced from Amer, ref. 191. Courtesy of Professor
M. Amer.)
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spectra were recorded at ambient conditions using a 514.5 nm argon ion laser

after the mixtures were allowed to completely dry on glass slides. Figure 4.17

shows the blue-shift exhibited by both single- and multi-walled carbon nano-

tubes once allowed to mix together reflecting their interaction effects on their

electronic and optical behaviour.

4.2.5 Raman Scattering of Graphene

Owing to its potential numerous applications and predicted and demonstrated

superior electrical and thermal properties, graphene has been very extensively

investigated both theoretically and experimentally in the past five years.203–241

Raman scattering, with its powerful ability to investigate vibration modes and

perturbation effects, is the natural technique to investigate such a building

block and has been heavily utilized in investigating fullerene structural features

and superior electrical and thermal performance.134,221,233,237,242–255 The

Raman spectrum of graphene mainly exhibits two major Raman active modes:

a G-band around 1580 cm�1 and a G0-band (also referred to as a 2D-band in

the literature) around 2700 cm�1. Figure 4.18 shows Raman spectra of gra-

phene and graphite for comparison.

Raman scattering features of graphene were found to depend sharply on the

number of graphene layers in the sample, thermal effects,244,247 and, more

Figure 4.14 Micro-Raman spectra recorded using a 514.5 nm laser at laser power
ranging between 5 and 20mW on the top surface of the MWCNT
samples. Spectrum 5-a was recorded at 5mW power again after exposing
the sample to 20mW laser power. (Reproduced with kind permission
from Rai et al., ref. 192. Copyright Elsevier 2008.)
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interestingly, on the interaction between the graphene sample and its sup-

porting substrate243,249 and interaction with any dopants.250 Figure 4.19 shows

the evolution of the graphene Raman spectrum as the number of graphene

layers increases. High-frequency first- and second-order Raman spectra of

graphene films supported on a SiO2:Si substrate and that of HOPG (highly-

ordered pyrolytic graphite). The data were collected using 514.5 nm radiation

under ambient conditions. Interestingly, the shape and position of the Raman

bands are sensitive to the number of layers (n) in the graphene film. Figure 4.20

shows the evolution of the G-band peak intensity and position as a function of

the film’s number of graphene layers (n). It was reported that the G-band

position shifts apparently linearly to lower wavenumbers as the number of

graphene layers increases (inset in Figure 4.20). The observed dependence of

G-band intensity on the number of graphene layers (Figure 4.20) was utilized

recently in generating Raman images of graphene sheets, distinguishing the

number of layers of the graphene sheet based on the integrated intensity of its

G-band. Figure 4.21 shows optical image of graphene with 1, 2, and 3 layers

(upper), and Raman image plotted by intensity of the G band (lower). It is

important to emphasize that while Raman intensity of the G-band (with its

reported linear dependence on the number of graphene layers up to ten layers)

was suggested as an excellent, precise and quick method to determine the

number of layers in graphene, extreme caution should be taken while applying

such a method. Based on our previous and following discussions, it should be

clear that unaccounted for perturbation effects could easily render such a

method misleading. In addition, it is important to note that the exact

Figure 4.15 Raman spectra of the RBM, G band, and G0 band features taken from
an isolated S@MDCWNT. By using two laser energies (shaded regions),
we can detect the inner semiconducting (EL¼ 1.91 eV) and the outer
metallic (EL¼ 1.61 eV) constituents of the same DWCNT. Peak fre-
quencies are marked followed by the corresponding FWHM in par-
enthesis. A blank frame means that no G0 data was acquired for 1.61 and
1.83 eV due to luminescence from the Si substrate. (Reproduced with
kind permission from Villalpando-Paez et al., ref. 135. Copyright
American Chemical Society 2008.)
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interaction between successive graphene layers (certainly including the exact

orientation of the graphene layers) will definitely affect the collective Raman

spectrum of the graphene sheet. Investigation256 of single, double, and two

(folded) graphene layers showed that the Raman spectrum of the folded two-

layer graphene is different from a double layer graphene (Figure 4.22).

A disorder (or double resonance) induced D-band around 1360 cm–1

was also observed in graphene Raman characteristic spectra. As shown in

Figure 4.23, the D-band intensity changes with the number of graphene layers

in the film. Strains induced in the graphene film due to substrate roughness

(1–2 nm) are thought to be the reason for the observed D-band.

The perturbation effect of the supporting substrate on Raman active modes of

graphene was also investigated and reported.233,241,243,249,257 Room-temperature

Figure 4.16 Raman spectra of the RBM, G band, and G0 band features taken (using
EL¼ 2.33 eV) from an isolated M@S DWCNT. The RBM region shows
that the inner and the outer tubes are simultaneously in resonance with
the same laser line. (Reproduced with kind permission from Villalpando-
Paez et al., ref. 135. Copyright American Chemical Society 2008.)
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peak positions of Raman active modes (G-band and G0-band) from single

layer graphene interacting with different substrates showed significant shifts

(up to 11 cm�1) depending on the substrate. Figure 4.24 shows Raman spectra of

single layer graphene interacting with different substrates. Table 4.4 shows
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Figure 4.17 Measured G0-band peak position for SWNT (�) and MWNT (’) mix-
tures as a function of SWNT wt% in the mixture. (Reproduced from
Amer, ref. 202. Courtesy of Professor M. Amer 2008.)

Figure 4.18 (a) Comparison of the Raman spectra of graphene and graphite mea-
sured using a 514.5 nm excitation laser. (b) Comparison of the 2D peaks
in graphene and graphite. (Reproduced with kind permission from A.
Ferrari, ref. 245. Copyright Elsevier 2007.)
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the exact positions and FWHM of the G-, and the G0-bands. The precise

nature of the substrate perturbation effect is still to be explored and better

understood.

Another important perturbation effect to consider is the effect of an applied

electric field (applied voltage) across graphene films. Graphene is very pro-

mising for electronic device applications and has been shown to demonstrate

unique electronic performance best demonstrated by unique properties of

charge carriers in graphene such as particle–hole symmetry of Dirac fermions.

The coupling of long wavelength optical phonons (the G-band) with Dirac

fermions was found to display remarkable changes in frequency and line-width

that are tunable by the electron field effects.246 Applying a voltage across a

single-layer graphene sheet significantly shifts the G-band position of the

graphene. Shift versus applied voltage enable the determination of the Dirac

point of the graphene sheet. Figure 4.25 shows Raman spectra of single-layer

graphene sheets depicting the G-band at different applied gate voltages at

temperatures of 10K (a) and 300K (b).

Once again, Raman spectroscopy proved to be the technique to investigate

fullerene building blocks. As we discussed before (Section 3.11) structural

defects (or imperfections) in graphene sheets would definitely affect the gra-

phene’s electronic and optical properties and, hence, are expected to impact the

Figure 4.19 High-frequency first- and second-order Raman spectra of (n) graphene
layer films supported on a SiO2:Si substrate and that of HOPG. Data
were collected using 514.5 nm radiation under ambient conditions. The
spectra are scaled to produce an approximate match in intensity for the
B2700 cm�1 band. (Reproduced with kind permission from Gupta et al.,
ref. 242. Copyright American Chemical Society 2006.)
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characteristics of its Raman spectrum. Recent density functional theory (DFT)

based calculations254 investigating the impact of different types of point and

topological defects, namely mono-vacancy (MV), di-vacancy (DV), and Stone–

Wales (SW) defect (see Figure 3.46), on Raman spectra of graphene single

Figure 4.20 Evolution of the G-line in graphene films with different number of layers.
Data were collected using 514.5 nm radiation under ambient conditions.
Inset: apparent linear shift in G-band position with increasing number of
graphene layers.(Reproduced with kind permission from Gupta et al.,
ref. 242. Copyright American Chemical Society 2006.)

206 Chapter 4



sheets showed that such defects would induce new phonons, resulting in a new

Raman active mode in the graphene Raman spectrum. Based on the calculated

Raman spectra, Raman lines that can serve as signatures of the specific type of

investigated defects can be determined. In addition, it was predicted (based on

the calculations) that the presence of defects would enhance the intensity of the

G-band of graphene up to one order of magnitude compared to defect-free

graphene. Figure 4.26 shows the calculated Raman spectra of graphene with

different point defects for five laser photon energies (EL): (a) MV, (b) DV, and

(c) SW. Only the frequency region with more prominent Raman features is

shown, and some of the spectra are scaled for better presentation. Note that the

Figure 4.21 Optical image of graphene with 1, 2, and 3 layers (a) and Raman image
plotted by intensity of the G band (b). (Reproduced with kind permission
from Ni et al., ref. 251. Copyright Springer 2008.)
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calculation results presented in Figure 4.26 are for a free-standing single gra-

phene sheet in pure vacuum. The positions, intensities, and resonance ranges

for the predicted Raman modes would definitely be affected by substrate

interaction, environment, and other experimentally unavoidable conditions.

4.2.6 Thermal Effects on Raman Scattering

Thermal properties of carbon nanotubes and the temperature dependence of

their Raman active modes have frequently been investigated experimen-

tally111,258–267 and theoretically.268,269 In general, all investigations have con-

sistently reported two observations: first, that the intensities of all Raman

active modes decrease with increasing the measurement temperature (Figure

4.27) and, second, that the frequencies of all Raman active modes exhibit a

linear redshift (softening) as the temperature is increased (Figure 4.28). It was

also reported264,265 that while the slope of the linear frequency dependence on

temperature (do/dT) is independent of the tube diameter for the G-band, it

increases nonlinearly as the tube diameter increases for the radial breathing

mode (Figure 4.29). Similar linear dependence of the G-band position on

temperature was reported for single- and multi-layer graphene.244,247 The

thermal coefficient (do/dT) reported for bi-layer graphene (0.015 cm�1K�1) is

slightly higher than that reported for HOPG (0.011 cm�1K�1).

Figure 4.22 Raman spectra of double-layer graphene (DLG), single-layer graphene
(SLG), and 1+1 layer folded graphene. Spectra are normalized to have a
similar G band. (Reproduced with kind permission fromNi et al., ref. 256.
Copyright American Physical Society 2008.)
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Recalling from Section 2.10 that the Stokes/anti-Stokes intensity ratio

(IS/IAS) is related to the local temperature of a materials system according to

Equation (2.16), it could be tempting to assume that determining the local

temperature in nanotubes is straightforward. The fact that radial breathing

modes are typically located at wavenumbers lower than 300 cm–1 making their

experimental intensity ratio measurements possible and accurate increases such

temptation. However, the resonance dependence of the radial breathing mode

of SWCNTs on excitation laser energy, discussed earlier, puts serious

Figure 4.23 Raman spectra (expanded intensity scale) of supported graphene films
with (n) layers and HOPG, showing the D-band. Data were collected
using 514.5 nm radiation under ambient conditions. Arrows in the figure
identify weak scattering features. The mercury (Hg) line was used
for calibration purposes. (Reproduced with kind permission from Gupta
et al., ref. 242. Copyright American Chemical Society 2006.)
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restrictions on such scientific temptation. Fantini et al.111 reported on the

Stokes and anti-Stokes intensities of the radial breathing mode of in-solution

individual as well as in-air bundles of SWCNTs. The intensities were measured

using different excitation laser energies, covering the range 1.9–2.4 eV. They

Figure 4.24 Raman spectra of single-layer graphene deposited on different substrates.
(Reproduced with kind permission from Wang et al., ref. 257. Copyright
American Chemical Society 2008.)

Table 4.4 Position and full width at half maximum (FWHM) of Raman active

modes in graphene monolayer on various substrates.

Substrate G-band Position
(cm–1)

G-band FWHM
(cm–1)

G0-band position
(cm–1)

G0-band FWHM
(cm–1)

SiO2/Si 158,a 1580.5 15,a 288.2b 2710.5b 59.0b

GaAs 1580a, b 15a, b

Sapphire 1575a 20a

Glass 1580,a, c 1582.5b 35,a 16.8b 2672.8b 30.8b

Si 1580b 16b 2672b 28.3b

Quartz 1581.9b 15.6b 2674.6b 29.0b

NiFe 1582.5b 288.9b 2678.6b 30.8b

PDMS 1581.6b 15.6b 2673.6b 27b

aCalizo et al.243
bWang et al.257
cG-band split on this substrate, the value represent the middle frequency.
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show an interesting dependence of both intensities on laser energy. Figure 4.30

shows Stokes (solid symbols) and anti-Stokes (open symbols) experimental

resonance windows obtained for the same (n,m) SWCNT (RBM 244.4 cm�1)

dispersed in aqueous solution and wrapped with SDS (a) and in a bundle (b).

Clearly, from the figure, the IS/IAS ratio does, indeed, depend on the excitation

laser wavelength. Comparison of the two graphs also indicates that perturba-

tion effects from the tube environment also have an effect on the measured

ratio. This clearly indicates that due to resonance and perturbation effects the

IS/IAS ratio may not be characteristic of the tube temperature. While sugges-

tions to utilize the calibrated linear dependence of phonons’ frequencies on

temperature as a method to obtain sample temperature101 have been given, it is

highly recommended to avoid the radial breathing modes due to their thermal

coefficient dependence on exact tube diameter (Figure 4.29).

To this end we can summarize the benefits of Raman scattering investiga-

tions of carbon nanospecies as follows: Raman scattering provides a great

investigating tool capable of identifying different types of fullerene molecules.

It can discriminate the exact type of fullerene with different dimensionalities.

To clarify, it can distinguish between C60 and C70 and also distinguish between

Figure 4.25 Raman spectra of single-layer graphene sheets, depicting the G-band at
different applied gate voltages (Vg) at temperatures of 10 K (a) and 300 K
(b). (Reproduced with kind permission from Yan et al., ref. 246. Copy-
right Elsevier 2007.)
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Figure 4.27 Variation of relative intensity of (a) radial breathing mode (RBM) and
(b) D- and G-bands with changing temperatures for individual
SWCNTs. (Reproduced with kind permission from Zhou et al., ref. 264.
Copyright American Chemical Society 2005.)

Figure 4.28 Temperature dependence of the RBM (a) and G-band (b) of a suspended
individual SWCNT. (Reproduced with kind permission from Zhang
et al., ref. 265. Copyright American Chemical Society 2007.)
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single-, double-, and multi-walled nanotubes. In addition, polarized Raman

spectroscopy has proven to be a powerful tool capable of measuring the

orientation of carbon nanotubes. More importantly, from the viewpoint of

nanostructured systems investigation, Raman scattering can be considered

as the best technique to investigate fullerene interactions with their

environment.

Figure 4.29 Slope of frequency dependence on temperature (temperature coefficient
do/dT) as a function of tube diameter for RBM (�) and the high and low
frequency G-bands (’ and ., respectively) in SWCNTs. (Reproduced
with kind permission from Zhang et al., ref. 265. Copyright American
Chemical Society 2007.)

Figure 4.30 Stokes (filled symbols) and anti-Stokes (open symbols) experimental
resonance windows obtained for the same (n,m) SWCNT (RBM
244.4 cm�1) dispersed in aqueous solution and wrapped with SDS (sodium
dodecyl sulfate) (a) and in a bundle (b). (Reproduced with kind permission
from Fantini et al., ref. 111. Copyright American Physical Society 2004.)
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Finally, we emphasize an important point regarding tube diameter deter-

mination based on its radial breathing mode position. As discussed earlier,

while many papers are still utilizing any of Equations (4.5)–(4.7) in determining

the tube diameter based only on its radial breathing mode position, it should be

emphasized that without cautious consideration of perturbation effects such

equations can be very misleading.

4.3 Fullerene Solubility and Solvent Interactions

Solubility is perhaps the most important property of a substance to inves-

tigate if chemical performance of the substance to be understood.270

In 1912, D. Tyrer reviewed the solubility theory as understood then and stated

that:

‘‘The maximum amount of a substance that a liquid will hold in homo-

geneous solution at a given temperature, or as it is termed, the solubility

of that substance in the given liquid, represents a physical constant which,

as yet, it has been found impossible to connect in any consistent manner

with any other physical constants or properties of either the solvent or the

solute.’’271

Despite the fact that during the 90 years followed our understanding of

‘‘solubility’’ has advanced dramatically, it can be said that we are still on a steep

learning curve once fullerenes, and nano-moieties in general, are considered. In

the early 1990s fullerene solubility in various solvents was investigated exten-

sively.272–276 Of all fullerene family members, C60 and C70 solubility were most

investigated and reported in the literature.277–296 The results, in general, sup-

port the age-old principle ‘‘similia similibus solvuntur’’, which is Latin for ‘‘like

dissolves like’’.274 Table 4.5 shows the solubility of C60 and C70 in various

solvents. It is interesting to note the wide range of solubility limits in certain

solvents. Perhaps, the most important point to emphasize regarding the data

presented in Table 4.5 is the huge reported difference in solubility limit between

solvents that are not essentially different in their chemical structure or prop-

erties. For example, the solubility limit of C60 was reported to be 4.702

and 17.928mgmL�1 in 1,2,3-trimethylbenzene, and 1,2,4-trimethylbenzene,

respectively.279 In addition, attempts to find a quantitative relation between the

solubility limit (in molar fractions or in mgmL�1) and traditional character-

istics of solvents such as polarizability, polarity, molar volume, or Hildebrand’s

solubility parameter (d) have not been very successful.283,284 In addition,

notably, while SWCNT is fairly soluble in dimethylformamide (DMF),297 C60

is barely soluble in this solvent, clearly emphasizing the molecular shape and

entropic effects on fullerene–solvent interactions. These and many other

interesting phenomena observed for fullerene behavior in solutions added

richness to the subject and sparked an interest that is still active and is expected

to remain so for some time.298–305
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Table 4.5 Solubility limits of C60, and C70, in different solvents.

Solvent
Solubility of
C60 (mgmL�1)

Solubility of
C70 (mgmL�1) Reference

Benzene 1.699 1.116a 280
1.7 290
1.498 281
1.440 283
0.878 285
1.397 285b

1.858 286
Toluene 2.801 280

2.8 290
2.902 281
2.290 0.92884 291
2.153 1.2024a 283
2.268 287
2.902 1.224 278
2.398 285b

3.197 286
1,2-Dimethylbenzene 8.712 281

7.344 288
9.288 13.392 278

1,3-Dimethylebenzene 1.397 281
2.8290 288

1,4-Dimethylbenzene 5.897 3.4128a 281
3.139 288

1,2,3-Trimethylbenzene 4.702 281
1,2,4-Trimethylbenzene 17.928 281
1,3,5-Trimethylbenzene 1.498 1.26a 280

0.994 283
1.699 281

1,2,3,4-Tetramethylbenzene 5.803 281
1,2,3,5-Tetramethylbenzene 20.880 281

Tetralin 15.984 280
288.616 289
15.696 285b

Ethylbenzene 2.599 281
2.160 288

n-Propylbenzene 1.498 281
Isopropylbenzene 1.202 281
n-Butylbenzene 1.901 281
sec-Butylbenzene 1.102 281
Fluorobenzene 0.590 280

1.202 281
Chlorobenzene 6.998 280

5.702 281
Bromobenzene 3.298 280

2.801 281
Iodobenzene 2.102 281

1,2-Dichlorobenzene 27.000 280
24.624 31.032a 281
22.896 22.32 289
23.400 25.704 292
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Table 4.5 Continued.

Solvent
Solubility of
C60 (mgmL�1)

Solubility of
C70 (mgmL�1) Reference

1,2-Dibromobenzene 13.824 281
1,3-Dichlorobenzene 2.398 281

5.033 16.056 292
1,3-Dichlorobenzene 13.824 281
1,2,4-Trichlorobenzene 8.496 280

10.368 281
4.846 293
21.312 286

Styrene 3.751 293
o-Cresol 0.0288 280
Benzonitrile 0.410 280
Nitrobenzene 0.799 280
Anisole 5.602 280

6.696 285b

p-Bromoanisole 16.776 285b

m-Bromoanisole 16.200 285b

Benzaldehyde 0.389 288
Phenyl isocyanate 2.441 288
Thiophenol 6.912 293
1-Methyl 2-nitrobenzene 2.434 288
1-Methyl 3-nitrobenzene 2.362 288
Benzyl chloride 2.398 288
Benzyl bromide 4.939 288
1,1,1-Trichloromethylbenzene 4.802 288
1-Methylaphthalane 32.976 280

33.192 281
1-Phenylnaphthalene 49.968 280
1-Chloronaphthalene 50.976 280
1-Bromo,2-methylnaphthalene 34.776 281
Xylenes 5.2 280,290
Mesitylene 1.5 280,290
Tetralin 16.00 280,290
Alkanes
n-Pentane 0.005 0.001728a 280

0.005 290
0.004 283
0.003 294
0.007 286

n-Hexane 0.043 0.0108a 280
0.040 283
0.037 294
0.052 287
0.046 286

2-Methylpentane 0.019 294
3-Methylpentane 0.025 294
n-Heptane 0.048 0.04032a 294

0.2902 285b

n-Octane 0.025 0.036a 283
0.025b 280,290
0.020 294

(Continued )
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Table 4.5 Continued.

Solvent
Solubility of
C60 (mgmL�1)

Solubility of
C70 (mgmL�1) Reference

0.2902 285b

0.025 286
Isooctane 0.026 283

0.026b 280,290
0.028 286

n-Nonane 0.062 294
0.034 286

n-Decane 0.071 0.04536a 280
0.070b 280,290
0.070 283
0.072 286

Dodecane 0.091 0.0864a 283
0.091b 280,290
0.103 286

Tetradecane 0.126 283
0126b 280,290

0.168 286
Cyclic alkanes
Cyclopentane 0.002 280
Cyclohexane 0.036 0.0684a 280

0.036b 290
0.051 283
0.036 288
0.036 287
0.035 295
0.054 286

Cyclohexene 1.210 293
1-Methyl,1-cyclohexene 1.0290 293
Methylcyclohexane 17.280 293
1,2-Dimethylcyclohexane, mixture of
cis and trans

0.1290 293

Ethylcyclohexane 0.252 293
3.7 Mixture of cis and trans decalins 4.601 280

1.872 293
cis-Decalin 2.232 280
trans-Decalin 1.296 280
Haloalkanes
Dichloromethane 0.259 0.0684a 280

0.252 283
0.2290 288

Trichloromethane 0.158 280
0.173 293
0.511 286

Tertrachloromethane 0.317 280
0.446 283
0.101 296c

Dibromomethane 0.360 288
Tribromomethane 5.638 288
Iodomethane 0.770 288
Di-iodomethane 0.122 293
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Table 4.5 Continued.

Solvent
Solubility of
C60 (mgmL�1)

Solubility of
C70 (mgmL�1) Reference

Bromochloromethane 0.749 293
Bromoethane 0.072 293
Iodoethane 0.281 280
Trichloroethylene 1.397 280

1.4 290
Tetrachloroethylene 1.202 280

1.2 290
Dichlorodifloroethane 0.022 280
1,1,2-Trichlorotrifloroethane 0.0288 280
1,1,2,2-Tetrachloethane 5.299 288

5.3 280,290
1,2-Dibromoethylene 1.879 288
1,2-Dichloroethane 0.086 280
1,2-Dibromoethane 0.497 288

0.540 288
1,1,1-Trichloroethane 0.151 293
1-Chloropropane 0.022 288
1-Bromopropane 0.058 288
1-Iodopropane 0.2940 288
2-Iodopropane 0.122 288
1,2-Dichloropropane 0.101 288
1,3-Dichloropropane 0.360 288
1,2-Dibromopropane 0.403 293
1,3-Diiodopropane 2.765 288
1,2,3-Trichloropropane 0.778 288
1,2,3-Tribromopropane 7.013 288
1-Chloro-2-methylpropane 0.029 288
1-Bromo-2-methylpropane 0.086 293
1-Iodo-2-methylpropane 0.338 288
2-Chloro-2-methylpropane 0.010 293
2-Bromo-2-methylpropane 0.060 293
2-Iodo-2-methylepropane 0.2290 293
Bromobutane 1.202 285b

Cyclopentyl bromide 0.410 288
Cyclohexyl chloride 0.533 288
Cyclohexyl bromide 2.203 288
Cyclohexyl iodide 8.064 288
Bromoheptane 2.297 285b

Bromooctane 3.398 285b

1-Bromotetradecane 6.192 285b

1-Bromooctadecane 6.192 285b

Methylene chlorideb 0.254 280,290
Alcohols
Methanol 0.000 294
Ethanol 0.001 280

0.001 294
1-Propanol 0.004 294
1-Butanol 0.009 294
1-Pentanol 0.0290 294
1-Hexanol 0.042 294
1-Octanol 0.047 294

(Continued )
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Table 4.5 Continued.

Solvent
Solubility of
C60 (mgmL�1)

Solubility of
C70 (mgmL�1) Reference

2-Propanol 0.002 294
2-Butanol 0.004 294
2-Pentanol 0.0294 294
3-Pentanol 0.029 294
1,3-Propandiol 0.001 294
1,4-Butandiol 0.002 294
1,5-Pentadiol 0.004 294
N-Methyl-2-pyrrolidone 0.89
Naphthalenes
1-Methylnaphthalene 33.0 280,290
Dimethylnaphthalene 36.0 280,290
1-Phenylnaphthalene 50.0 280,290
1-Chloronaphthalene 51.0 280,290
Other polar solvents
Nitromethane 0.000 280

0.216 285b

Nitroethane 0.002 280
Acetone 0.001 0.001656a 280
Acetonitrile 0.000 280
Acrylonitrile 0.004 293
n-Butylamine 3.686 293
2-Methyloxyethyl ether 0.032 288
N,N-Dimethylflormamide 0.027 288
Dioxane 0.041 283
Water 0.000 1.15E-10 294
Miscellaneous
Carbon disulfide 7.920 8.496a 280

5.162 13.104 283
7.704 278
7.488 293
11.808 286

Thiophene 0.403 281
0.238 293

Tetrahydrofuran 0.058 280
0.576 285b

0.360 286
2-Methylthiophene 6.797 280
Pyridine 0.893 280

0.2902 281
0.2902 285b

Piperidine 53.280 285b

2,4,6-Trimethylpyridine 8.712 285b

Pyrrolidine 47.520 285b

N-Methyl-2-pyrrolidone 0.893 280
Tetrahydrothiophene 0.0290 280

0.1288 293
Quinoline 7.200 281
Isopropanol 0.00294a

Carbon tetrachloride 0.32 0.1008a 280,290

aMeasurements taken at 298K.
bMeasurements taken at 291K.
cMeasurements taken at 303K.
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4.3.1 Solvent Effects on Fullerenes

Many investigations have observed the solvent effect on the fullerene properties

as detected by optical absorption306 and nuclear magnetic resonance

(NMR);307 however, very few investigations have reported on solvent effects on

Raman frequencies of fullerenes.81,308,309 Even fewer investigations have been

devoted to calculating the change in Raman frequencies as the fullerene

molecule interacts with different solvating environments.310 Amer et al. have

utilized semi-empirical molecular simulation methods to predict the effect of

water interaction on the Raman frequencies of C60. Figure 4.31 shows the

calculated Raman frequency shifts for the three Raman active surface modes

[Ag(2), Hg(7), and Hg(8)] of a C60 molecule as a result of interaction with

increasing number (from 1 to 64) of water molecules.

As shown in Figure 4.31, at a low number of interacting water molecules no

significant shifts in the Raman frequencies are predicted. The frequencies start

to shift at increasing rate as the number of interacting molecules increases until

it reaches about 40 water molecules. The Raman shift forms a plateau beyond

this level before increasing again as the number of interacting molecules reaches

64. The calculated changes in the Raman frequencies were explained as follows:

at low number of interacting water molecules, and due to the hydrophobic

nature of the fullerene molecule, water molecules will interact weakly with the

fullerene and, hence, little or no change in the Raman frequencies of the
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Figure 4.31 Raman Peak shifts of fullerene surface modes for different numbers of
interacting water molecules. (Reproduced with kind permission from
Amer et al., ref. 310. Copyright Elsevier 2005.)
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fullerene molecule is predicted. As the number of water molecules increases to a

certain limit, the water molecules around the fullerene form a hydrogen-bonded

network that forces the interaction with the fullerene, causing the sharp

increase in the Raman peak position predicted at 40 interacting water

molecules. Addition of more water molecules beyond this limit will not

lead to increasing interaction. The plateau in the peak position can be

rationalized in terms of water molecules that are not directly interacting with

the fullerene, which is shielded by the water cage already formed around it.

As the number of water molecules is further increased to the limit that an

additional tight-bonded cage can be formed, a further increase in the water/

fullerene interaction occurs causing the calculated blue-shift in Raman peak

position.

This study draws attention to a very important point: the mutual water–

water and water–fullerene interactions not only affect the physicochemical

properties of the fullerene molecules (as reflected in their NMR, optical

absorption properties, and Raman characteristics) but also affect the solvent

structure. Figure 4.32 shows the calculated equilibrium structure of a fulle-

rene molecule interacting with 12 water molecules. Clearly, from Figure 4.32,

the mutual and simultaneous interaction between the water and fullerene

molecules resulted in the shown thread-like structure not common in pure

water.

Figure 4.32 Simulated structure of a fullerene molecule interacting with 12 water
molecules. (Reproduced with kind permission from Amer et al., ref. 310.
Copyright Elsevier 2005.)
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More recent investigations further elucidate the important and unique role

played by the solvent in the formation of versatile fullerene-based meso-systems

and devices with unique structures and, hence, properties and performance.311–317

For example, it was shown that the performance of fullerene-based solar cells is

largely affected by the fullerene structure which, in turn, is controlled by the

solvent used in their processing.318 In addition, it has been reported that inter-

action between 3-aminopropyl-triethoxysilane (APTS) and carbon nanotubes

modifies the physicochemical properties of the tubes, making them a better CO2

absorbent than many previously reported types of modified carbon or silica.319

In 2009, in a breakthrough, Park et al.314 reported the critical effect of sol-

vent geometry on the determination of [60] fullerene self-assembly into dot,

wire, and disk structures via a droplet drying process. Figure 4.33 schematically

shows the solvent structure and the self-assembled fullerene structures resulting

upon evaporation.

The study shows that the morphologies of C60 crystalline structures formed

via evaporation are precisely determined by the molecular geometries of sol-

vents. It experimentally establishes the specific correlation of solvent molecular

geometry to directed assembly of C60 structure. The study demonstrates that

while solvents with pseudo three-dimensional (p3D) molecules direct C60

molecules to assemble into pseudo-two-dimensional hexagonal disk structures,

solvents with p2D and p1D molecular structures result in p1D C60 (wires) and

Figure 4.33 Self-assembly of dimensionally-confined C60 structures via a solution
drop-drying process. Systematic correlations in the formation of pseudo-
2D (hexagonal disk), pseudo-1D (wire), and pseudo-0D (dot) C60 struc-
tures from C60 solutions of p3D, p2D and p1D solvents, respectively.
(Reproduced with kind permission from Park et al., ref. 314. Copyright
Royal Society of Chemistry 2009.)
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p0D C60 spheroidal structures, respectively. Figure 4.34 shows scanning elec-

tron microscope (SEM) and optical microscope images of C60 crystalline

structures obtained from C60 solutions in (a) p3D CCl4, (b) p2D m-xylene and

(c) p1D hexane.

Despite such a major leap in correlation finding, details of the mechanism

responsible for such a correlation are still to be understood. Understanding the

physics of such correlations is essential for our ability to further develop

nanotechnology. In addition to its importance in enabling the development of

technologically advanced nanostructured devices with unique properties, the

ability to understand the correlation between the environment and self-

assembly or directed assembly of structures would, definitely, have a major

impact on our ability to understand the mechanisms of many biological pro-

cesses involving growth and coagulation. A crucial point to realize in the

aforementioned study is that the geometrical shape of the solvent molecules

was the major factor in determining the structure of the directed assembly. This

emphasizes the critical role played by molecular geometry that is related to

entropic effects in the assembly of nanosystems. Molecular geometry as related

to entropic effects on the directed assembly of nanostructures is a major frontier

that is currently being explored.320–326 Knowledge generated in colloidal sci-

ence investigations should be a solid base to build upon.327–330

Another interesting issue to point out is the finding that while free eva-

poration of n-dimensional solvents containing C60 molecules led to the

assembly of an (n–1)-dimensional C60 structures, coagulation of C60-saturated

toluene (two-dimensional solvent) solution into alcohols (one-dimensional

liquid) (via liquid–liquid interface precipitation, LLIP, technique) led to the

assembly of C60 molecules into one-dimensional (wire, whiskers, or rod)

Figure 4.34 SEM and optical microscope images of C60 crystalline structures
obtained from C60 solutions in (a) p3D CCl4, (b) p2D m-xylene, and (c)
p1D hexane. Scale bars of the insets in (a) and (c) are 30mm and 500 nm,
respectively. (Reproduced with kind permission from Park et al., ref. 314.
Copyright Royal Society of Chemistry 2009.)
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structures.317,331–333 The length of the assembled one-dimensional structures

was recently found to depend on the molecular length of the alcohol. Coagu-

lation in methanol, ethanol, and propanol led to the formation of one-

dimensional assemblies with average length shortest for propanol and longest

for methanol.334 Figure 4.35 shows the length distribution for C60 wires directly

assembled by LLIP technique in three different alcohols. Clearly, from the

figure, while 95% of the wires directly assembled by methanol are less than

150 mm long, 95% of the wires assembled in ethanol and propanol are less than

100 and 50 mm long, respectively.

4.3.2 Fullerene Effects on Solvents

When a fullerene interacts with a solvent, not only does the solvent affect the

fullerene properties and behavior, as we discussed in the previous section, but it

was reported that the fullerene molecule also affects the solvent. Mainly, it was

reported that a [60] fullerene molecule affects the structure of aromatic solvents

it interacts with.335–343 In fact, the high solubility of C60 in benzene, toluene,

para-xylene, and other aromatic solvents, itself, indicates strong interaction

and, hence, suggests that the structure of the aromatic solvent can change in
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Figure 4.35 Length distribution for C60 wires directly assembled by LLIP (liquid–
liquid interface precipitation) in three different alcohols. (Reproduced
with kind permission from Amer, 2009, ref. 334. Courtesy of Professor
M. Amer.)

225The Nano-frontier; Properties, Achievements, and Challenges



response to the presence of the dissolved fullerene. Structuring of aromatic

solvents interacting with C60 was assumed based on observed anomalies

in many of the physical properties and behavior of the solvent. Ginzburg

et al.335–343 have reported non-monotonic changes in the solution density with

an increasing concentration of fullerene molecules. Their small- and wide-angle

X-ray diffraction, and permittivity, experimental results pointed out the pos-

sibility of solvent structuring around the spheroidal fullerene. Figure 4.36

shows wide-angle X-ray diffraction scattering curves (CuKa radiation) of full-

erene C60 solutions in (a) p-xylene, (b) toluene, and (c) benzene with different

fullerene concentrations.

Amer et al.344,345 have shown that Brillouin scattering measurements of

adiabatic compressibility and evaporation kinetic measurements on C60/

toluene solutions of different concentrations can also be interpreted in terms of

solvent structuring around the fullerene molecule. Figure 4.37 shows the

adiabatic compressibility of C60/toluene solutions as measured using Brillouin

Figure 4.36 Wide-angle X-ray diffraction scattering curves (CuKa radiation) of full-
erene C60 solutions in (a) p-xylene, (b) toluene, and (c) benzene. Full-
erene concentration (%): (a) (1) 0 (pure p-xylene), (2) 0.005, and (3) 0.05;
(b) (1) 0 (pure toluene), (2) 0.005, and (3) 0.05; and (c) (1) 0 (pure ben-
zene), (2) 0.001, and (3) 0.075. (Reproduced with kind permission from
Ginzburg and Tuichiev, ref. 340. Copyright Pleiades Publishing 2008.)
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spectroscopy. The observed linear increase in the solution compressibility is

indicative of solvent structuring rendering an open structure with higher

compressibility.345

While the exact nature of the produced solvent structures is not yet clear, it is

most plausible that once a [60] fullerene molecule is introduced in the toluene

(or similar aromatic solvents) the presence of C60 and its strong interaction with

solvent molecules causes a sort of molecular structuring in the toluene, leading

to the formation of a tightly bound toluene shell around the nanospheres

(about 1 nm thick). Such a C60/toluene clathrate would be covered by a sol-

vophobic (open structure) shell. The toluene shell around the fullerene molecule

was reported to be strongly bound to the extent that it survives thermal eva-

poration up to the point where C60 starts to sublime.346 Amer et al.344 have

recently estimated the value of the outer radius of the solvophobic shell to be

6.6 nm. This means that the long-range interaction distance around the fullerene

molecule in toluene is around 6.6 nm. Notably, the estimated value of 6.6 nm

represents the minimum interaction distance because the authors used the

density of undisturbed bulk toluene in their calculations. Disturbed (solvo-

phobic) toluene is expected to have a lower density; hence the interaction range
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Figure 4.37 Change in adiabatic compressibility (Dks) of C60/toluene solution as a
function of C60 concentration. (Reproduced with kind permission from
Amer et al., ref. 345. Copyright Elsevier 2008.)
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is expected to be longer than the estimated 6.6 nm. Such a structuring inter-

pretation of the observed experimental results also agrees with recent ther-

modynamic investigation of enthalpic interaction between C60 and aromatic

solvents, which concluded that interaction between C60 and aromatic solvents is

mainly controlled by entropic effects.303,304

The interaction of fullerene molecules with different liquids (or solvents)

leading to structuring of the solvent has also been confirmed by molecular

dynamic simulation results.347 To investigate the effect of fullerene on the

molecular structure of their environments, molecular dynamic simulations were

utilized to calculate the equilibrium molecular structure of three different types

of environments: a non-interacting environment represented by an inert gas, a

non-associated, non-polar fluid represented by carbon tetrachloride (CCl4),

and an associated, polar fluid represented by water (H2O). Figure 4.38 shows

the equilibrated structures of molecular dynamic simulation results for the

three aforementioned cases. Clearly, from the figure, the presence of the tubular

fullerene (nanotube) does, indeed, have an effect on the molecular structure of

the surrounding fluid. Layered molecular rings of the surrounding fluid can be

clearly detected around the nanotube. The effect of the nature (or in other

words the intramolecular interactions within the fluid) is clearly demonstrated

in the fact that the long-range interaction distance is different from one envir-

onment to the other. Equilibrated structures shown in Figure 4.38(a)–(c)

(a) (b) (c)

Figure 4.38 Equilibrated structures of molecular dynamic simulation results for a
SWCNT inserted in three different environments: (a) a Lennard-Jones
fluid (Ar, Kr), (b) a non-polar fluid (CCl4), and (c) a polar fluid (H2O).
(Reproduced from ref. 347, Courtesy of Dr J. Elliott, University of
Cambridge, England.)
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indicate that the long-range interaction effect of the nanotube on its environ-

ment decreases as the association among the environment molecules increases.

Such results are perfectly in agreement with expectation since associative

interactions among the fluid molecules would definitely resist any external

influence arising from the presence of the nanotube.

4.4 Fullerenes under Pressure

Numerous investigations have been, and still are, devoted to investigating

mechanical properties of different types of fullerenes348–360 – including C60, C70,

and single- and multi-walled carbon nanotubes – as well as other nano-

structured materials systems.361–365 In fact, the mechanical properties of

SWCNTs, as predicted by molecular mechanics methods, have been thoroughly

reviewed recently.366 In this section we will not attempt to review or cover the

mechanical properties of spheroids, tubular, or sheet fullerenes, instead we will

focus on the nanophenomena observed in fullerene-based systems once exposed

to mechanical perturbation fields such as hydrostatic pressures.

Strikingly, while investigations of fullerenes under pressure started as early

as the beginning of the fullerene rush in the early 1990s, the subject is far from

being well understood. Surprising results, regarding what the scientific com-

munity considers physical constants, are still reported, necessitating further

investigations of what seemed to be resolved scientific issues. Based on theo-

retical calculations (including continuum theory, ab initio, tight binding, force

constant, and molecular dynamic methods) and indirect measurements invol-

ving micromechanical manipulation using atomic force microscope (AFM)

tips, the elastic modulus of SWCNTs is believed to be around 1–1.4 TPa. There

is also a general agreement that size and chirality would affect the elastic

constant. However, no one, thus far, can precisely tell what the elastic modulus

of a (10,10) or a (5,5) SWCNT would be. In addition, the bulk modulus of a C60

molecule is not yet precisely known. Values ranging between 200 and 1400 GPa

have been reported in the literature.64,349,367–375 Hence, one could say that we

do not yet have an answer. So as not to lead the reader into despair, we should

emphasize that we do not have an answer because the question itself is not

correct.

Based on all our previous discussions so far, we understand that fullerenes

are nanosystems, the properties and performance of which are controlled by

quantum phenomena, entropic effects, fluctuations, and perturbation effects.

Hence, one should not suffer the illusion that mechanical constants tradition-

ally observed and determinable in bulk systems would be similarly determin-

able for a nanosystem. Their values will definitely depend on the exact

fluctuations, perturbation effects, etc. affecting the nanosystem. For example,

Brillouin spectroscopy measurements of the adiabatic speed of sound per-

formed on a fly wing showed that the elastic constant of the wing (a natural

nanostructured system) can change by a factor of 4 depending on the moisture

content of the wing.376 Clearly, nature has figured out such a nanophenomenon
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and has utilized it in the superior flying capabilities of many insects. For almost

two centuries, the scientific community kept correlating mechanical hardness of

materials to the materials yield and tensile strength. It was only 20 years ago

that Pearson377 and Gillman378,379 pointed out that mechanical hardness is

actually correlated to the electronic structure of the material, namely its energy

gap. Such a finding should also point out the possibility that mechanical

constants of nanosystems could be correlated to their electronic structures,

which have been shown to be largely affected by external effects.

Returning to the main point of this section – fullerenes under pressure – one

can say that since their discovery, the mechanical properties and performance

of fullerenes, including carbon nanotubes, have been a subject of intense

research and investigation because of their numerous potential applications.

The behavior of SWCNTs under high hydrostatic pressure has been the focus

of several theoretical380–386 as well as experimental61,112,165,351,387–393 investi-

gations. Experimental investigations have employed several powerful techni-

ques to elucidate the behavior of such carbon nanospecies under high

hydrostatic pressure. These include X-ray diffraction, neutron diffraction,

optical absorption spectra, and Raman spectroscopy. Diamond anvil cells

(DACs) have been routinely used to conduct high-pressure investigations of

different materials for the past few decades.394 In such experiments, a sample is

placed inside a micro-hole in a metal gasket that becomes a pressure micro-

chamber pressurized between two diamond anvils. The micro-chamber is filled

with a liquid that is used as a pressure transmission fluid (PTF) to impart a

hydrostatic pressure on the solid sample as the diamond anvils are pressed

together. In the usual mode of operation, the primary requirement of the

PTF is to maintain its liquid status within the pressure and temperature range

of the experiment to assure a hydrostatic pressure condition during the

investigation.395

Raman results reported by different research groups that have investigated

SWNT under high hydrostatic pressure show two distinctive characteristics:

first, the peak positions of the radial breathing modes shift linearly to higher

wavenumbers (blue-shift) and their intensities decrease as the applied hydro-

static pressure increases, eventually disappearing (or becoming too weak to be

detected) around an applied pressure of 3GPa; second, the peak position of the

tangential mode (especially the second-order mode around 2660 cm�1, the G0-

band) is also blue-shifted as the applied hydrostatic pressure increases, reaching

a plateau at the same applied pressures at which the radial modes starts to

disappear. Figure 4.39 shows typical SWCNT Raman spectral behavior for the

peak position of both the radial breathing mode and the second-order tan-

gential mode (G 0-band). Figure 4.40 shows the RBM and G0-band peak

position as a function of applied hydrostatic pressure.

The disappearance of the radial breathing mode and the independence of the

second-order peak position on applied pressure have both been interpreted

previously as attributable to lateral deformation of the nanotube as its cross-

section changes from a circular into elliptical, hexagonal, and eventually flat-

tens in what has been termed as ovalization, polygonization, or collapse of the
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nanotube. The same interpretation in terms of cross-section deformation has

also been invoked to interpret X-ray and neutron diffraction results as well as

several theoretical and simulation investigations.

A different interpretation for the observed high-pressure Raman behavior of

SWCNT was introduced in 2004, relating the Raman behavior to molecular

perturbation effects resulting from pressure transmission fluid molecular

adsorption and interaction on the nanotube surface.112,165,396,397 The observed

disappearance of the radial breathing mode according to this interpretation

would be due to the possibility that adsorbed molecules on the nanotube sur-

face take the RBM out of resonance, causing its disappearance. This would

definitely depend on the exact nature of the adsorbing molecule and the exact

nature of its interaction with the nanotube. Figure 4.41 shows the peak position

of the radial breathing mode for three different SWCNTs [(10,10), (9,9), and

(8,8)] dispersed in either methanol or water (using the known 1% SDS sur-

factant method) as a function of applied hydrostatic pressure. Notably,

while the RBM mode for the (10,10) dispersed in methanol disappears around

3 GPa of applied pressure, it does not disappear up to 14GPa of applied
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Figure 4.40 Radial breathing mode and second-order G0-band Raman peak posi-
tions as a function of applied hydrostatic pressure in pure methanol.
(Reproduced with kind permission from Amer et al., ref. 112. Copyright
American Chemical Society 2004.)
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pressure for the nanotubes dispersed in water. Interestingly, the reversible

disappearance of radial breathing mode under temperature effects was reported

in 2005 (Figure 4.27a).

Importantly, on the molecular level, the molecules in the pressure trans-

mission fluid intimately interact with the surface of the pressurized sample,

thereby transmitting the pressure to the bulk of the solid. For a typical high-

pressure Raman investigation on macroscopic samples of characteristic length

scale (L) in the range of millimeters or even micrometers (a bulk system), the

interactions between the liquid phase (PTF) and the sample surface are not

observable since the spectrum is completely dominated by the bulk phonons of

the sample. In such a case, due to the relatively large interaction volume

between the excitation laser and the sample (typically a few cubic microns),

none of the perturbation effects reflected in the surface phonons can be

detected. However, as the sample characteristic length scale (L) is greatly

reduced into the nanometer range, surface effects become increasingly more

important. Changes in surface phonons due to solvent interactions start to have

a measurable effect on the observed spectral response of the sample. In parti-

cular, mesoscopic molecules like SWCNTs and spheroidal fullerenes, when
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Figure 4.41 RBM (radial breathing mode) for three different SWCNTs: (10,10) dis-
persed in methanol, (9,9) dispersed in water, and (8,8) dispersed in water,
as a function of applied hydrostatic pressure. Note that the RBM for
CNTs dispersed in water does not disappear up to 14 GPa of applied
pressure. (Reproduced from ref. 397. Courtesy of Professor M. Amer
2004.)

233The Nano-frontier; Properties, Achievements, and Challenges



dispersed as individual nano-clusters or molecules surrounded by solvent

molecules (the PTF), have essentially no bulk phase as such but have only

surface. In this case, the solvent interactions on the surface of the nanoparticles

are expected to play a major role in Raman spectral changes. In fact, the

Raman spectra in such a case should reflect, to a large extent, the perturbation

effects due to solvent interactions on the surface of fullerenes (Section 4.2.1).

Amer et al.,112 investigating the pressure behavior of C60 molecules in pure

methanol and methanol–water mixtures of different compositions using

Raman spectroscopy, have reported a behavior that further supports the sol-

vent effect interpretation mentioned above. The dependence of the Raman peak

position of the pentagon shear mode around 1420 cm�1 on applied hydrostatic

pressure very closely resembles a type VI or a ‘‘step like’’ adsorption isotherm

(Figure 4.42). Type VI adsorption isotherms are predicted for adsorption on

very homogenous surfaces where the adsorbed molecules laterally interact.

Such very rare adsorption isotherms have been observed before for argon and

krypton adsorbed on the surface of highly-oriented graphite crystals398 and
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Figure 4.42 Pentagon shear mode position as a function of applied hydrostatic
pressure for C60 in pure methanol (PSP¼ plateau starting pressure).
(Reproduced with kind permission from Amer et al., ref. 112. Copyright
American Chemical Society 2004.)
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have been observed for the adsorption of methane and krypton on

SWCNTs.399 In this type of adsorption isotherm, a blue-shift in the Raman

peak position indicates an increasing number of solvent molecules adsorbed on

the fullerene surface. The onset of a plateau indicated the formation of a

complete molecular layer of adsorbed molecules. The plateau indicates a phase

transition into the adsorbed layer, and the start of a second blue-shift indicates

a second layer of molecules being adsorbed, and so on.

Figure 4.42 shows the Raman peak position of the pentagon shear mode of

C60 in pure methanol as a function of applied hydrostatic pressure. The pres-

sure at which the first observed plateau starts, i.e., plateau starting pressure

(PSP, see Figure 4.42) for both C60 and SWCNTs pressurized in water–

methanol mixtures of different compositions is shown in Figure 4.43 as a

function of methanol mole fraction in the solvent (pressure transmission fluid).

It is interesting to realize that the pressure starting plateau (which represents

the pressure at which a complete molecular layer has been adsorbed on the

fullerene surface) does, indeed, depend on the solvent composition. Figure 4.43

clearly shows that the plateau starting pressure (PSP) depends almost linearly

on the methanol mole fraction in the methanol–water pressurizing solvent up to

a certain mole fraction and then becomes independent of the composition.

According to the results, the mole fraction at which PSP becomes independent
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Figure 4.43 Plateau starting pressures (PSP) for C60 and SWCNT in water–methanol
mixtures as a function of methanol mole fraction in the pressure trans-
mission fluid. (Reproduced with kind permission from Amer et al., ref.
112. Copyright American Chemical Society 2004.)
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of the solvent composition is around 0.8 for SWCNTs (this fraction corre-

sponds to a 4:1 methanol : water molecular ratio), and 0.66 for C60 fullerene,

corresponding to a 2:1 methanol : water molecular ratio. Taking into con-

sideration that methanol and water molecules can have up to two and four

hydrogen bonds, respectively, these results point out the possibly important

role played by solvent effects and structuring on observed physical behavior of

such carbon nanospecies. The different behaviors observed for the same solvent

interacting with spheroidal and tubular fullerenes also draws attention to the

importance of nanosystem shape on its performance as we discussed earlier.

High-pressure Raman investigations of different types of fullerenes, especially

single- and double-walled carbon nanotubes, are still in the focus of scientific

community.150,157,167,170,194,195,400–406

In 2008, Gao et al.401 investigating the effect of pressure-transmitting fluid on

the Raman features of SWCNTs using five different organic solvents, namely

methanol, propanol, 1-butanol, hexane, and octane, as PTFs, reported a linear

dependence of the pressure coefficient of the G-band on the molecular weight of

the organic solvent used for transmitting the pressure. The pressure coefficient

of the G-band (the slope of the linear dependence of the G-band position on

applied hydrostatic pressure) was found to increase as the molecular weight of

the organic solvent increased (Figure 4.44).

Recently, molecular dynamic simulations investigating solvent effects on

compressibility of individual [60] fullerene molecules reported that interaction

with water and methanol significantly affects the fullerene pressure–volume

thermodynamic equation of state (EOS), leading to a significantly less com-

pressible fullerene molecule.367 Figure 4.45(a) shows the simulated P–V (EOS)

for an isolated C60 molecule not interacting with a solvent and those interacting

with water and methanol, separately, and Figure 4.45(b) shows the fullerene

bulk modulus calculated based on the simulated EOS. The study draws

attention to the important point that mechanical ‘‘constants’’ of fullerene, as a

nanosystem, cannot be considered out of their chemical environment context.

We conclude this section by drawing attention to the point that while

perturbation effects originating from the chemical potentials of adsorbed

molecules on the fullerene surface (solvent effect) on the mechanical perfor-

mance of fullerenes still represent a point of debate in the scientific community,

their effects on fullerene electrical and optical properties are more widely

accepted.175,407–416

4.5 Overview, Potentials, Challenges, and Concluding

Remarks

This book started with the supposedly simple question what is nanotechnology?

The answer we strived to provide, with more than seventy thousand words,

implies that the question was, indeed, not so simple. In fact, here, we tried to

capture the essence of what most plausibly would shape the future of

humankind. We defined nanotechnology, in non-scientific terms, as the
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technology that would enable us to bridge what is natural and what is human-

made. We have pointed out that nanostructured systems perform in a manner

that is neither customary to us nor can be explained within the frame of

knowledge we developed for bulk systems.

We showed that within the frame of our knowledge, the best tools – thermo-

dynamic and statistical mechanics – we have developed to describe the behavior

of materials are incapable once the system approaches certain length-scales. We

showed that once the system approaches such length-scales, fundamental

thermodynamic quantities such as temperature, pressure, free energy, chemical

potential, and surface tension become indefinable, and therefore new physics,

chemistry, and materials science are needed to enable describing the new system

behavior. These combined new fields, in fact, represent a new interdisciplinary

field – nanoscience and technology – that ought to be developed and under-

stood. We also showed that while critical or characteristic length-scales can be

on the order of few millions of light years, the most interesting length-scale for

scientist and engineers on planet earth is the nanometer. The nanometer gains

its magic power from the fact that it is the distance over which atoms and

molecules on our planet can correlate together via several energetic interac-

tions, forcing the system to enter the nano-domain. Once in the nano-domain, a

material system’s behavior becomes dominated by quantum effects, thermal

fluctuations, and entropic effects. Thus the system starts to behave unconven-

tionally and exhibits size and shape dependent chemical and physical proper-

ties. We showed how a slight (ten extra atoms) change in molecular size

between C60 and C70 would alter its interaction with the same solvent. We also

showed how changing the shape of a molecule from spherical (C60) into

cylindrical (single-walled nanotube) would turn it insoluble in the same solvent.

In addition, we showed how optical and electrical properties of a nanosystem

would significantly depend on the system’s size and shape. We also showed how

a nanosystem would, amazingly, interact with its environment. It was shown

that as much as the fullerene properties are altered by perturbation effects

imposed by a liquid environment around it, it also affects the structure,

and hence the properties of such a liquid. Future investigations will definitely

reveal more amazing phenomena of the nano-domain, or more amazing

nanophenomena.

Nanophenomena represent a new domain of human knowledge. However, it

is nothing that we can claim to have invented. Nature has, for over 3 billion

years, been utilizing nanophenomena and nano-manufacturing in creating the

most versatile and efficient system that is capable of sustaining itself – life – as

we know it and as we are still trying to reveal it secrets. In his remarkable book

What is Life? Erwin Schrödinger417 pointed out that lifeii is based upon

‘‘aperiodic crystals’’ while non-living material systems, as we know them, are

based on ‘‘periodic crystals’’. Within the frame of bulk system laws, it is not

simple to comprehend the formation mechanism or the stability of aperiodic

iiHere, life is used to denote living systems and not the ideologies and principles shaping human
behavior.
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crystals. This is why we refer to it as ‘‘the miracle of life’’. We currently refer

to aperiodicity in a material system as ‘‘faults’’ or ‘‘defects’’. However, with

our current crumb of knowledge in nanoscience, we are in a position allowing

us to appreciate nature’s marvelous aperiodic crystal-based or nanodomain-

based designs. In fact, we are currently in a position enabling us to add to

Schrödinger’s viewpoint by stating that ‘‘life is based on nanosystems’’.

Once we moot many of the miracles of life, we cannot avoid realizing

directed-assemblyiii of nanosystems reacting significantly to minute changes in

their environment. More importantly and amazingly, we realize that such

systems possess a unique ability of self-healing within a certain limit. Examples

are numerous. The ability of plant roots to grow in the correct direction under

the effect of gravitational field, and the ability of sun flowers to control their

stem stiffness to enable them to follow the sun under photo-effects are among

the well known ones.

Nowadays, we have started to appreciate the potential of directed assembly

on nanosystems. We have shown how the shape of solvent molecules would

direct fullerene molecules to assemble themselves into zero-, one-, or two-

dimensional shapes. We also started to investigate self-healing systems. While

we are still far from being capable of assembling systems resembling those

carried out by nature, it will not be exaggerating to say that future generations

of scientists and engineers will be well positioned for that task.

Such foreseen ability to generate self-assembled, nanostructured systems

capable of self-healing, indeed, provides humankind with unprecedented

power. This necessitates overcoming numerous scientific and non-scientific

challenges. Perhaps the most important challenge to overcome is learning how

to harness the power of nanotechnology.iv After all, regardless of any other

considerations, it is important to emphasize that the wealth of information that

has been generated has significantly enhanced our general understanding of

how to develop nanostructured systems that, if utilized wisely, would definitely

shape our future.
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190. T. Vukovi, I. Miloševi andM. Damnjanovi, Phys. Rev. B, 2002, 65, 45418.

191. M. S. Amer, 2002, unpublished work, Wright State University.

192. P. Rai, D. R. Mohapatra, K. S. Hazra, D. S. Misra, J. Ghatak and P. V.

Satyam, Chem. Phys. Lett., 2008, 455, 83.

193. G. M. do Nascimento, T. Hou, Y. A. Kim, H. Muramatsu, T. Hayashi,

M. Endo, N. Akuzawa and M. S. Dresselhaus, Nano Lett., 2008.

194. K. Papagelis, J. Arvanitidis, D. Christofilos, K. S. Andrikopoulos,

T. Takenobu, Y. Iwasa, H. Kataura, S. Ves and G. A. Kourouklis, Phys.

Status Solidi B, 2007, 244, 116.

195. V. Gadagkar, S. Saha, D. V. S. Muthu, P. K. Maiti, Y. Lansac, A. Jagota,

A. Moravsky, R. O. Loutfy and A. K. Sood, J. Nanosci. Nanotechnol.,

2007, 7, 1753.

196. Y. A. Kim, M. Kojima, H. Muramatsu, S. Umemoto, T. Watanabe,

K. Yoshida, K. Sato, T. Ikeda, T. Hayashi, M. Endo, M. Terrones and

M. S. Dresselhaus, Small, 2006, 2, 667.

197. Q.-H. Yang, P.-X. Hou, M. Unno, S. Yamauchi, R. Saito and T. Kyotani,

Nano Lett., 2005, 5, 2465.

198. S. Bandow, M. Takizawa, K. Hirahara, M. Yudasaka and S. Iijima,

Chem. Phys. Lett., 2001, 337, 48.

199. G. Picardi, M. Chaigneau and R. Ossikovski, Chem. Phys. Lett., 2009,

469, 161.

200. R. Marega, G. Accorsi, M. Meneghetti, A. Parisini, M. Prato and

D. Bonifazi, Carbon, 2009, 47, 675.

201. Q. Zhang, M. Zhao, J. Huang, W. Qian and F. Wei, Chin. J. Catal., 2008,

29, 1138.

202. M. S. Amer, 2008, unpublished work, Wright State University.

203. K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, M. I. Katsnelson,

I. V. Grigorieva, S. V. Dubonos and A. A. Firsov, Nature, 2005,

438, 197.

204. H. Yanagisawa, T. Tanaka, Y. Ishida, M. Matsue, E. Rokuta, S. Otani

and C. Oshima, Surf. Interface Anal., 2005, 37, 133.

205. H. C. Schniepp, J.-L. Li, M. J. McAllister, H. Sai, M. Herrera-Alonso,

D. H. Adamson, R. K. Prud’homme, R. Car, D. A. Saville and I. A.

Aksay, J. Phys. Chem. B., 2006, 110, 8535.

206. Z. Chen, Y. Lin, M. Rooks and P. Avouris, Physica E (Amsterdam),

2007, 40, 228.

207. A. Fasolino, J. Los and M. Katsnelson, Nat. Mater., 2007, 6, 858.

208. A. Geim and K. Novoselov, Nat. Mater., 2007, 6, 183.

209. M. Y. Han, B. Ozyilmaz, Y. Zhang and P. Kim, Phys. Rev. Lett., 2007, 98,

206805.

249The Nano-frontier; Properties, Achievements, and Challenges



210. M. Ishigami, J. Chen, W. Cullen, M. Fuhrer and E. Williams, Nano Lett.,

2007, 7, 1643.

211. M. Katsnelson, Mater. Today, 2007, 10, 20.

212. M. Lemme, T. Echtermeyer, M. Baus, H. Kurz and A. Aachen, IEEE

Electron Device Lett., 2007, 28, 282.

213. J. Meyer, A. Geim, M. Katsnelson, K. Novoselov, T. Booth and S. Roth,

Nature, 2007, 446, 60.

214. M. Trushin and J. Schliemann, Phys. Rev. Lett., 2007, 99, 216602.

215. A. A. Balandin, S. Ghosh, W. Bao, I. Calizo, D. Teweldebrhan, F. Miao

and C. N. Lau, Nano Lett., 2008, 8, 902.

216. X. Du, I. Skachko, A. Barker and E. Andrei, Nat. Nanotechnol., 2008, 3,

491.

217. S. Ghosh, I. Calizo, D. Teweldebrhan, E. P. Pokatilov, D. L. Nika, A. A.

Balandin, W. Bao, F. Miao and C. N. Lau, Appl. Phys. Lett., 2008, 92,

151911.

218. F. Guinea, J. Low Temp. Phys., 2008, 153, 359.

219. X. Li, X. Wang, L. Zhang, S. Lee and H. Dai, Science, 2008, 319,

1229.

220. X. Li, G. Zhang, X. Bai, X. Sun, X. Wang, E. Wang and H. Dai, Nat.

Nanotechnol., 2008, 3, 538.

221. Z. H. Ni, T. Yu, Y. H. Lu, Y. Y. Wang, Y. P. Feng and Z. X. Shen, ACS

Nano, 2008, 2, 2301.
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APPENDIX 1

Character Tables for Various
Point Groups

Based on data published in K. Nakamoto, Infrared and Raman Spectra of Inor-

ganic and Coordination Compounds, John Wiley and Sons, Inc., New York, 1978.

Cs E s(xy) Raman activity

A0 +1 +1 axx, ayy, azz, axy
A0 0 +1 –1 ayz, axz

C2 E C2(z) Raman activity

A +1 +1 axx, ayy, azz, axy
B +1 –1 ayz, axz

Ci E I Raman activity

Ag +1 +1 All components

of a

Au +1 –1

C2v E C2(z) sv(xz) sv(yz) Raman activity

A1 +1 +1 +1 +1 axx, ayy, azz,
A2 +1 +1 �1 �1 axy
B1 +1 �1 +1 �1 axz
B2 +1 �1 �1 +1 ayz
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C3v E 2C3(z) 3sv Raman activity

A1 +1 +1 +1 axx+ayy, azz
A2 +1 +1 �1

E +2 �1 0 (axx – ayy, axy), (ayz, axz)

C4v E 2C4(z) C2
4�C 00

2 2sv 2sd Raman activity

A1 +1 +1 +1 +1 +1 axx+ayy, azz
A2 +1 +1 +1 �1 �1

B1 +1 �1 +1 +1 �1 axx – ayy
B2 +1 �1 +1 �1 +1 axy
E +2 0 –2 0 0 (ayz, axz)

CNv E 2Cf
N 2C2f

N 2C2f
N . . . Nsv Raman activity

P

1 +1 +1 +1 +1 . . . +1 axx+ayy, azz
P� +1 +1 +1 +1 . . . –1

P +2 2cosf 2cos2f 2cos3f . . . 0 (ayz,axz)

D +2 2cos2f 2cos2.2f 3cos3.2f . . . 0 (axx – ayy, axy)

f +2 2cos3f 2cos2.3f 2cos3.3f . . . 0

. . . . . . . . . . . . . . . . . . . . .

C2h E C2(z) sh(xy) i Raman activity

Ag +1 +1 +1 +1 axx, ayy, azz, axy,

Au +1 +1 –1 –1

Bg +1 –1 –1 +1 ayz, axz
Bu +1 –1 +1 –1

D3 E 2C3(z) 3C2 Raman activity

A1 +1 +1 +1 axx+ayy, azz
A2 +1 +1 –1

E +2 –1 0 (axx – ayy, axy), (ayz, axz)
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D2d�Vd E 2S4(z) S2
4�C00

2 2C2 2sd Raman activity

A1 +1 +1 +1 +1 +1 axx+ ayy, azz
A2 +1 +1 +1 –1 –1

B1 +1 –1 +1 +1 –1 axx – ayy
B2 +1 –1 +1 –1 +1 axy
E +2 0 –2 0 0 (ayz, axz)

D3d E 2S6(z) 2S2
6� 2C3 S3

6�S3� i 3C2 3sd Raman activity

A1g +1 +1 +1 +1 +1 +1 axx+ayy, azz
A1u +1 –1 +1 –1 +1 –1

A2g +1 +1 +1 +1 –1 –1

A2u +1 –1 +1 –1 –1 +1

Eg +2 –1 –1 +2 0 0 (axx – ayy, axy), (ayz, axz)

Eu +2 +1 –1 –2 0 0

D4d E 2S8(z) 2S2
8� 2C4 2S3

8 S4
8�C00

2 4C2 4sd Raman activity

A1 +1 +1 +1 +1 +1 +1 +1 axx+ayy, azz
A2 +1 +1 +1 +1 +1 –1 –1

B1 +1 –1 +1 –1 +1 +1 –1

B2 +1 –1 +1 –1 +1 –1 +1

E1 +2 +
ffiffiffi

2
p

0 �
ffiffiffi

2
p

–2 0 0

E2 +2 0 –2 0 +2 0 0 (axx – ayy, axy)

E3 +2 �
ffiffiffi

2
p

0 +
ffiffiffi

2
p

–2 0 0 (ayz, axz)

D2h¼Vh E s(xy) s(xz) s(yz) i C2(z) C2(y) C2(x) Raman activity

A1g +1 +1 +1 +1 +1 +1 +1 +1 axx+ ayy, azz
A1u +1 –1 –1 –1 –1 +1 +1 +1

B1g +1 +1 –1 –1 +1 +1 –1 –1 axy
B1u +1 –1 +1 +1 –1 +1 –1 –1

B2g +1 –1 +1 –1 +1 –1 +1 –1 axz
B2u +1 +1 –1 +1 –1 –1 +1 –1

B3g +1 –1 –1 +1 +1 –1 –1 +1 ayz
B3u +1 +1 +1 –1 –1 –1 –1 +1
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D3h E 2C3(z) 3C2 sh 2S3 3sv Raman activity

A0
1 +1 +1 +1 +1 +1 +1 axx+ayy, azz

A00
1 +1 +1 +1 –1 –1 –1

A0
2 +1 +1 –1 +1 +1 –1

A00
2 +1 +1 –1 –1 –1 +1

E0 +2 –1 0 +2 –1 0 (axx – ayy, axy)

E0 0 +2 –1 0 –2 –1 0 (ayz, axz)

D4h E 2C4(z) C2
4�C00

2 2C2 2C0
2 sh 2sv 2sd 2S4 S2� i Raman activity

A1g +1 +1 +1 +1 +1 +1 +1 +1 +1 +1 axx+ayy, azz
A1u +1 +1 +1 +1 +1 –1 –1 –1 –1 –1

A2g +1 +1 +1 –1 –1 +1 –1 –1 +1 +1
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5 Raman activity
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A00
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E0
2 +2 2cos1441 2cos721 +2 0 0 +2cos1441 +2cos721 (axx – ayy, axy)
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2 +2 2cos1441 2cos721 –2 0 0 �2cos1441 �2cos721
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APPENDIX 2

General Formula for Calculating
the Number of Normal
Vibrations in Each Symmetry
Species

Based on data published in G. Herzberg, Molecular Spectra and Molecular

Structure, Vol. II: Infrared and Raman Spectra of Polyatomic Molecules, Van

Nostrand, Princeton, New Jersey, 1945.
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APPENDIX 3

Polarizability Tensors for the
32 Point Groups,a Including the
Icosahedral Group

Directly above the symbol for each irreducible representation is a matrix

containing the non-vanishing components of the Raman-scattering tensor.

aBased on data published by R. Loudon, Advant. Phys., 1964, 13, 423.
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Subject Index 

π-electron shell 124–6 

 

a1/a2 vectors 144, 145, 147 

a5 C–C bonds 123–4 

a6 C–C bonds 123–4 

AB4-type planar molecules 52–3, 54 

ABAB stacking 156 

achiral tubes 153–5 

acidic treatments 161, 162 

adiabatic compressibility (Δκσ) 226, 227 

alcohol solubility 219–20 

alkane solubility 217–19 

allene 58 

alumina nanofluids 36 

3-aminopropyltriethoxysilane (APTS) 223 

ammonia 57 

anti-Stokes lines 

Boltzmann equilibrium distribution 

83–4 

definition 46, 81, 82 

single-walled carbon nanotubes 

209–11, 214 

Stokes/anti-Stokes ratio 84–5 

applied electric field effects 205 

arc-plasma-jet method see Huffman–

Krätschmer arc-discharge 

evaporation method 

argon 130 

armchair tubes 

atomic displacement vectors 192, 193 

characteristics 145, 146, 148, 149–51, 

153–4 

graphene crystals 163 

multi-walled 156 

Raman active modes 190 

aromatic solvents 216–17, 225–7 

artificial molecular machinary 24, 25, 26 

aspect ratio 27–8 

asymmetric stretch (ν3) 

carbon dioxide molecule 48–9, 50, 73 

hydrogen sulfide molecule 88, 89 

water molecule 76–7 

atomic degrees of freedom 78, 183 

atomic displacement vectors 183–4, 192, 193 

 

B2 species 72, 77 

beauty, symmetry 50 

bench-top reactors 130, 131 

benzene 

C60 fullerene effects on 225–7 

combustion method 131–2, 133 

molecular rotation axes 52 

point group/symmetry operations 59 

Raman spectrum 80 

Binnig, Gerd 10 

biological systems 3, 23–5 

Boltzmann equilibrium distribution 

82, 83–5 

bond lengths 89, 123–4, 125, 130 

bond spring constant 78 

boric acid 57 

boron trifluoride 58 

bowl-shaped 20-carbon graphene 118 

Bravais centring of lattices 66, 67 

Brillouin scattering 226–7, 229 

building block definition 109–10 

bulk systems 11–14, 33–5, 229 

bundled single-walled carbon 

nanotubes 211, 214 

butterfly wings 6, 26 



Subject Index 277 

C2ν point group 70, 71–2 

character table 72, 259 

fullerenes 119, 120 

hydrogen sulfide molecule 88 

normal vibrations formula 268 

water molecule 72, 77 

C2 symmetry operation 69–71 

C4 symmetry operation 73–4 

C20 fullerenes 117–18 

C60 fullerenes 

effects on solvents 225–9 

peapods (C60@SWCNT) 110, 111 

point group/symmetry operations 60 

Raman scattering 183–9 

self-assembly in solvents 223–5 

solvent interactions 215, 216–20, 

236, 238–9 

structure 123–6, 127, 128 

water molecule interactions 221–2 

C70 fullerenes 59 

mode symmetries 189, 191 

Raman scattering 189–90, 191–2 

solvent interactions 215, 216–20, 239 

structure 126–9 

C78 fullerenes 123 

C80 fullerenes 118, 119 

cadmium selenide (CdSe) quantum 

dots 27 

capillarity 14–15, 18–19 

carbon dioxide molecule 

centre of symmetry 48, 51, 52 

point group/symmetry operations 59 

stretch mode symmetric/asymmetric, 

Raman activity 48–9, 50, 73 

vibration modes 48–50 

carbon monoxide 160 

carbon nano-onions (CNOs) 110, 111, 

140–3 

carbon nanotubes 

see also double-walled carbon 

nanotubes; multi-walled carbon 

nanotubes; single-walled carbon 

nanotubes 

Damascus saber (14th-16th Century) 8, 9 

production 158–61 

tube–tube interactions 194, 200–1 

zipping/unzipping 166–7 

carbon tetrachloride 228 

carbon-13 isotopes 187 

Cartesian axes 96–8 

centre of symmetry (i) 48, 51–2 

character tables 69–81 

C2ν point group 72, 259 

D2j+1 point group single-walled 

nanotubes 154–5 

definition 72 

point groups 259–66 

charge-coupled devices (CCDs) 105 

chemical potential (μ) 11–12, 20–1, 

92, 94–5 

chiral angle θ, 144, 145, 147 

chiral tubes 145, 146, 148, 153–5, 190 

chiral vector Ch 145, 147, 149, 150 

chloroaromatic precursors 133 

classical electromagnetic theory 44–7 

classification 109 

character tables for point groups 

259–66 

fullerenes 109–10 

dimensionality 116 

normal vibrations in symmetry 

species 74, 76–9, 267–71 

polarisability tensors for point 

groups 272–5 

clouds, water properties 7 

CNOs (carbon nano-onions) 110, 

111, 140–3 

cohesive energy 92 

colloidal gold, medical use 8, 9 

colour 7, 26–32, 137 

coloured (magnetic) space groups 69 

combination modes/bands 79, 189 

combinatorial scattering of light see 

Raman spectroscopy 

computer-controlled stepping motors 105 

condensation method of fullerene 

production 132–3, 159–60 

conduction gap, metal clusters 33, 34 

configurational entropy 21–6, 94 

confinement entropy 21–6, 94 

confocal optical microscopy 102 

contact arc method 130–1 

see also Huffman–Krätschmer arc-

discharge evaporation method 



278 Subject Index 

core–shell structures 29, 31, 32 

correction terms, Hill’s 20–1 

correlation length (ξ) 17–19, 125 

critical exponent (v) 18 

critical point (Tc) 18 

crystallographic restriction theorem 60, 63 

crystals 

crystal Raman modes 80 

face-centred cubic C60 186–7 

orthorhombic 96–7 

point groups 60, 62, 63, 64–5, 96 

strain effects 85–6, 87 

cubane 59 

cubic crystal point group 65, 275 

Curl, Robert Jr 3, 10, 11 

cyclic alkanes 218 

cyclobutane 58 

cyclohexane 58 

cylindrical giant fullerenes 139–40 

see also carbon nanotubes 

C–C bonds 123–7, 130, 144–7 

 

D-band Raman scattering 

D’-bands (overtones) 79, 100 

definition 79 

dispersion phenomenon 100–1 

graphene sheets 203, 209 

single-walled carbon nanotubes 

192, 194, 195, 197, 199, 213 

structural defect effects 93 

D2j+1 point symmetry group 154–5 

D5d point symmetry group 118, 119, 

121, 126 

Damascus saber (14th-16th Century) 

7, 8, 9 

data acquisition units 105 

Debye temperature 36 

degenerate symmetry species 73–4 

degrees of freedom 78, 183 

density functional theory (DFT) 118, 

119, 121, 206–8 

detectors (Raman) 105 

di-vacancy (DV) defects 165, 166, 

206–8, 212 

diameter of nanotubes 147, 193, 214 

diamond single crystals 87 

diatomic molecules 45–6 

1,2-dichloroethane 57 

dimanganese decacarbonyl 59 

dimensionality of fullerenes 116 

D[infinity]h point group 74, 75 

dipole moment (μ) 45–6 

Dirac fermions 205 

directed assembly 223–5, 240 

directional properties 69–73 

discovery of fullerenes 3, 10–11 

dispersion effect 99–101, 195, 196 

double resonance Raman scattering 

195, 196 

double-layer graphene (DLG) 203, 208 

double-walled carbon nanotubes 

(DWCNTs) 

configurations 199 

definition 143 

properties 157 

Raman spectra 197–202, 203 

doubly degenerate electronic orbitals 

73–4 

Drexler, Eric 2–3 

drop-drying process 223–4 

DWCNTs see double-walled carbon 

nanotubes 

 

edge filters 102 

efficiency capability 5 

Egyptian gold medicines 8 

Einstein, Albert 5, 18 

El-Sayed, Mostafa 8 

elastic scattering of light see Rayleigh 

scattering 

electric field effects 205, 211 

electromagnetic theory 44–7 

electronic nanophenomena 30, 32–4 

electronic orbitals 69–70, 125, 126, 144, 153 

electronics industry 2, 86 

end caps 148–9, 157 

endo-fullarenes 125–6, 127, 128 

energy 

bandgap in semiconductor clusters 34 

conversions in natural molecular 

machinary 23–5 

energy density (φ) 12–13, 14 

molecular transfer and Raman 

activity 81–5 



Subject Index 279 

enthalpy 35 

entropy, configurational 21–6, 94 

equation of state (EOS) 90, 91 

equilibrium 21–3, 139–40 

ethane molecule 53–5 

ethylene 58 

ethylene glycol (EG) 36, 37 

ethyne 51, 52 

Euler’s theorem for polyhedrons 117 

evaporation 

see also Huffman–Krätschmer arc-

discharge evaporation method 

self-assembly 223–5 

excitation see laser excitation energy 

excited energy states 81–3 

exfoliated graphite 114 

extraction (Soxhlet) method 133–6, 137–8 

 

face-centred cubic (FCC) crystals 186–7 

facetted structures 121 

Faraday, Michael 8, 9 

ferrocene 59 

Feynman, Richard P. 1–2, 3, 10, 20 

fingerprinting (Raman) 79, 80 

fluctuations (Hill’s thermodynamics) 21 

fluorescence/scattering distinction 82–3 

fly wing 229–30 

four-dimensional space 69 

free energy density (ψ) 12 

free energy (F) 11 

freedom, degrees of 78, 183 

Frieze groups 68 

full-width at half maximum (FWHM) 

83, 200, 202, 204–5, 210 

Fuller, Buckminster 112 

fullerene generator see Huffman–

Krätschmer arc-discharge 

evaporation method 

fullerene onions 140–3 

Fullerene Rush controversies 187 

 

G’ band Raman scattering 

double-walled carbon nanotubes 200, 

202, 203 

graphene monolayer on various 

substrates 210 

single-walled carbon nanotubes 192, 

194, 195, 196, 199 

pressure effects 230–1, 232 

G-band Raman scattering 

combination bands 79 

dispersion effect 100–1 

double-walled carbon nanotubes 200, 

202, 203 

graphene 201–8, 209, 210, 211, 212 

single-walled carbon nanotubes 192, 

194, 195, 199, 213, 214 

solvent MW effects 236, 237 

structural imperfections effect 91, 93 

thermal effects 208, 213, 214 

geodesic dome design 112 

gerade 73 

giant fullerenes 118–23, 139–40 

Gibbs free energy (G) 20–1, 23–5 

glass substrates 32 

glide plane symmetry element 65–6 

GNRs (graphene nano-ribbons) see 

graphene sheets 

gold 

coloured solutions 26–7 

Lycurgus Cup (AD 400) 7, 8 

nanorods 8, 27–9, 30 

optical nanophenomena 29, 31, 32 

grains 37, 91, 93, 98–9 

graphene sheets 161–8 

crystals 163 

definition 109 

first isolation 114 

Raman scattering 201–8, 209, 210, 

211, 212 

number of layers (n) 202, 205, 206, 

207 

perturbation effects 202, 203–4, 205 

structural defects 205–8, 212 

single-layered sheet structure 164–8 

single-walled carbon nanotubes 

formation 143–4, 155 

structure 111 

typical hexagonal structure 144 

graphite 

family branches 115–16 

graphene comparison 109, 201, 204 



280 Subject Index 

Raman scattering 

combination bands 79, 81 

dispersion effects 100–1 

strain profile 87 

structural imperfections 91, 93 

gravity 6, 7, 14, 18 

ground state 81 

 

Hall–Petch effect 37, 38 

haloalkanes 218–19 

hardness, mechanical 230 

helical axis 63, 65 

helium 130–1, 158–9 

Hermann–Mauguin notation 60, 62, 66 

Herzberg’s formulae 77, 78 

hexagons 

C60 fullerenes 123–4 

C70 fullerenes 126, 127, 128 

hexagonal crystal point group 64, 274 

point defects 164–7, 206–8, 212 

zero-dimensional fullerenes 117 

Hill, Terrell L. 19–21 

HiPco process 160 

history 110–16 

early use of nanotechnology 1–4, 7–11 

Fullerene Rush 187 

Hill’s studies 20 

Raman spectroscopy 43–4 

hoop stresses 156 

Huffman, D.R. 112, 113 

Huffman–Krätschmer arc-discharge 

evaporation method 

carbon nanotubes 132, 158–9, 161 

history 113 

instrumentation 130, 132 

procedure 129–31 

products 123 

Raman studies potential 185 

hydrogen chloride 58 

hydrogen peroxide 57 

hydrogen sulfide 88–9, 90 

hydrostatic pressure 88–90, 91 

hypochlorous acid 57 

 

icosahedral giant fullerenes 139–40 

icosahedral symmetry 275 

ideal gas entropy 21–6, 94 

identity (E) 51, 52, 53 

Ih point C80 symmetry group 118, 119, 

121 

Iijima, Sumio 113, 114, 115 

imaging spectrographs 103 

improper rotation 53–5 

incar-fullerenes 125–6, 127, 128 

incarcerated atoms 125–6, 127 

inelastic scattering of light see Raman 

spectroscopy 

inhomogeneity scales 14–19, 25 

instrumentation 

benzene combustion method 133 

Huffman–Krätschmer arc-discharge 

evaporation method 130–1 

microwave chemical vapour 

deposition 165 

plasma arc fullerene generator 132 

Raman spectroscopy 101–5 

Soxhlet extraction/purification 134, 138 

integrated intensity 96 

interactions 

see also correlation length 

nanoparticle monolayers, optical 

effects 29, 32 

range 

correlation length 17–19, 125 

fullerene effects on solvents 227–8 

nanotube–nanotube 194, 200–1 

types 94 

within/outside small systems 13 

interfacial dislocations 156 

internal energy (U) 11 

international (Hermann–Mauguin) 

notation 60, 62, 66 

intramolecular C60 vibration modes 183–4 

inverse Hall–Petch effect 37, 38 

inversion centre 48, 51–2 

isolated pentagon rule 117–18, 119, 120 

isomers 118, 119, 121, 123 

 

Jay, Coneyl 4 

 

Koch, Robert 8, 9 

Krätschmer, W. 112, 113 

see also Huffman–Krätschmer arc-

discharge evaporation method 



Subject Index 281 

Krishnan, K.S. 43 

Kroto, Harry 3, 10, 11 

 

Landsberg, G.S. 43 

Langmuir–Blodgett films 16–17 

Laplace’s equation 15 

large fullerenes 118–23 

large system definition 11–14 

laser excitation energy (EL) 

Raman spectra 

multi-walled carbon nanotubes 

198, 201 

resonant Raman effect 95 

single-walled carbon nanotubes 

194, 195, 197, 209, 211 

laser TOF mass spectra 135, 136, 139 

lattices 

see also crystals 

Bravais centring 66, 67 

face-centred cubic C60 crystals 186–7 

lattice Raman mode 79–80 

single-layered graphene sheets 164–7 

length scales 25, 125, 182–3 

length units 5 

length-to-diameter (aspect) ratio 27–8 

Lennard–Jones fluids 228 

Leonardo Da Vinci 18 

librational modes 187 

light 

see also colour; optical nanophenomena; 

Raman scattering 

visible/UV 27 

line tension/surface tension ratio (τ/σ) 

16–17 

linear molecule symmetry species 74 

linear objects see one-dimensional 

space groups 

liquid chromatography 137, 138, 139 

liquid nanoscale droplets 15–16 

liquid–gas systems 14–15 

local thermodynamic functions 12–13 

lowest energy structures 119, 122 

Lycurgus Cup (AD 400) 7, 8 

lysergic acid 57 

 

magnetic space groups 69 

Mandelstam, L.I. 43, 44 

MarkIII(k) nanoscale planetary gear 24 

mathematical formulations 

character tables for point groups 259–66 

normal vibrations in symmetry 

species 74, 76–9, 267–71 

point groups, four rules 56 

polarisability tensors for point 

groups 272–5 

Raman band positions 95–6 

symmetry 51–6 

species, normal vibrations 267–71 

mechanical hardness 230 

mechanical principles 3, 37–8 

medical applications 8–9 

mesoscopic systems, length-scales 182–3 

mesostructures 110, 111 

metal clusters 33, 37, 38 

metallic nanotubes 

double-walled 199, 200, 203 

semiconducting nanotubes 

discrimination 195 

single-walled carbon 144, 148 

methane 59 

methanol 94, 232–3, 235–6 

microwave chemical vapour 

deposition 165 

miniaturisation, Feynman’s 2 

mirror planes 53, 54 

mixing state probabilities 22–3 

molecular dynamics simulations 151–

2, 228, 236, 238 

molecular interaction range see 

correlation length 

molecular machines 3, 23–5 

molecular monolayers 16–17 

see also graphene sheets 

molecular Raman mode 79–80 

molecular structural mechanics 152–3 

molecular weight of solvent 236, 237 

mono-vacancy (MV) defects 165, 

166, 206–8, 212 

monochromators 103 

monoclinic crystal point group 64, 273 

morphic effects on Raman bands 85–6, 87 

Mueller, Hans 85 

multi-channel detectors 105 



282 Subject Index 

multi-walled carbon nanotubes 

(MWCNTs) 143, 155–7 

configurations 199 

end caps 157 

first isolation 114 

Raman spectra 197–201, 204 

structure 110, 111, 152 

multilayered particles 29, 31 

 

nano prefix meaning 2, 5–6 

nano-buds 110, 111 

nano-hybrid structures 110, 111 

nanobots 4 

nanoparticles 29, 31, 32 

nanophenomena 

electronic 30, 32–4 

mechanical 37–8 

optical 26–32 

thermal 35–7 

nanospheres 29, 31, 32 

nanotechnology 

configurational entropy 21–6 

definitions 4–11 

history 2, 3 

nanophenomena 26–32 

origins 1–4 

property changes with size reduction 7 

realisation of importance 9–11 

scales of inhomogeneity 14–19 

science of 11–14 

size of nanosystems 6–7 

usefulness 5 

nanotorus 111 

nanotubes see carbon nanotubes 

naphthalenes 220 

Neumann’s principle 69 

Newton, Isaac 6 

nonequivalent carbon sites 129 

nonsymmorphic space groups 153, 154 

normal vibration modes 47–8 

C60 molecule 183–4 

fullerenes 183–5, 187–92 

symmetry species 

correlation 72 

general formula 267–71 

symmetry-based classification 74, 76–9 

water molecule 76–7 

notch filters 102 

number density (ρ) 12, 13 

number of layers (n) 202, 205, 206, 207 

 

one-dimensional fullerenes 143–61 

chiral angle 144, 145, 147 

chiral/achiral 153–5 

diameter estimation 147 

end caps 148–9 

metallic behaviour 144, 148 

molecular structural simulation 151–2 

multi-walled carbon nanotubes 155–7 

pseudo molecules 223–4 

single-walled carbon nanotubes 143–55 

smallest 152–3 

symmetry 153–5 

transitional unit cell length 149–51 

types 145 

one-dimensional space groups 66, 67–8 

onions (carbon nano-onions) 110, 111, 

140–3 

opals 6, 26 

optical guiding systems 105 

optical microscopes 102 

optical nanophenomena 7, 26–32, 137 

orientation 

gold nanorods, optical effects 28–9 

orientation ordering temperature 186 

polarised Raman intensity 98–9 

single-walled carbon nanotubes 

195–7, 199, 200 

orthorhombic crystals 64, 96–7, 273 

Osawa, Eiiji 111 

overtone modes 79, 189 

oxidation treatment 166, 167 

O–H transformations 76–7 

 

pχ electronic orbital 69–71 

peapods (C60@SWCNT) 110, 111 

pentagons 

C60 fullerene 123–4, 188 

isolated pentagons rule 117–18, 119, 

120 

pentagon shear mode 234–5 

pentagonal pinch mode 188 

zero-dimensional fullerenes 117 



Subject Index 283 

perturbation effects 

C60 molecule 186 

graphene 202, 203–4, 205 

Raman bands 85–95 

single-walled carbon nanotubes 

194, 233–4 

phase transitions 186–7 

phonons see lattice vibration modes; 

normal vibration modes 

physical laws, size of nanosystems 6–7 

planar AB4-type molecules 52–3, 54 

planar defects 91 

plane space groups 66–7, 68–9 

planes of symmetry (σ) 53, 54 

plasma arc fullerene generator see 

Huffman–Krätschmer arc-

discharge evaporation method 

plateau starting pressures (PSP) 235–6 

point defects 164–7, 206–8, 212 

point symmetry groups 

assignment flow chart 61 

character tables 69–81, 259–66 

crystals 60, 62, 63, 64–5, 96 

fullerenes 118, 119, 121 

polarisability tensors 272–5 

Raman spectroscopy 56–62 

reasons for 62 

stereographic representation 60, 63–5 

symmetry operations 57–60 

symmetry species, normal vibrations 

calculation 267–71 

point thermodynamic approximation 

11–12 

polar solvents 219–20 

polarisability ellipsoid 49, 50 

polarisability tensor (α) 

carbon dioxide molecule 49 

point groups 272–5 

Raman band intensity 96 

Raman scattering 45 

vibration modes 47–8 

polarisation direction 28–9 

polarised Raman spectra 96–9, 185, 

195–7, 200 

polychromators 103 

polycyclic aromatic hydrocarbons 132–3 

polyhedrons, Euler’s theorem 117 

polymer molecule Frieze groups 68 

poly(para-phenylene) (PPP) 100, 101 

potential distribution theorem 

(Widom) 12 

pressure (p) 

excess in liquid droplets 15–16 

fullerene behaviour 229–36 

fullerene onions treatment 140–2 

large one-component system 20–1 

large/small systems 11–12 

plasma arc fullerene generator 158 

pressure–temperature phase diagram 

89, 90 

pressure–volume equation of state 

90, 91 

pressure transmission fluid (PTF) 

230, 232–6, 237 

probabilities of mixing 22–3 

production methods 129–33 

see also Huffman–Krätschmer arc-

discharge evaporation method 

carbon nanotubes 158–61 

graphene 165, 167 

proper rotation axis 52 

pseudo three/two/one-dimensional 

molecules 223–4 

public perceptions 5 

purification methods 137–40, 161, 162 

pyrocarbon 79, 81 

pyrolytic production methods 114, 160–1 

 

quantum bubbles 31 

quantum dots 27 

quantum theory 2, 44, 95–6 

quasi-thermodynamic assumption 11–12 

quenching 83 

 

radial breathing mode (RBM) 

C60 molecule 183 

double-walled carbon nanotubes 

200, 202, 203 

multi-walled carbon nanotubes 198 

single-walled carbon nanotubes 192–4, 

199, 209, 210–11, 213, 214 

pressure effects 230–1, 232–3 



284 Subject Index 

radius of curvature 15–16 

rain formation 7 

Raman, Chandrasekhara Venkata 43, 44 

Raman scattering 43–105, 183–215 

anti-Stokes lines 

Boltzmann equilibrium distribution 

83–4 

definition 46, 81, 82 

radial breathing mode, single-

walled carbon nanotubes 

209–11, 214 

Stokes/anti-Stokes ratio 84–5 

Boltzmann equilibrium distribution 

83–5 

C60 molecule 183–9 

C70 molecule 189–90, 191–2 

character table 69–81 

dispersion effect 99–101 

double-walled carbon nanotubes 

197–200, 203 

electric field effects 205, 211 

energy transfer 81–3 

general theory 44–7 

graphene 201–8, 209, 210, 211, 212 

instrumentation 101–5 

perturbation effects 85–95 

point groups 56–62, 64–5 

polarised/Raman band intensity 96–9 

Raman band position calculations 95–6 

selection rules 47–50 

single-walled carbon nanotubes 190, 

192–7, 198, 199, 200, 204 

space groups 62–3, 65–9 

Stokes lines 46, 81, 82, 83–5, 210–11, 

214 

symmetry 50–6 

thermal effects 208–15 

Rayleigh scattering 44, 46–7, 82, 102 

regular truncated icosahedrons 124 

relative Raman intensity 96 

representations 69–79 

see also symmetry species 

definition 71 

degenerate 73–4 

resonant Raman effect 95 

ring-shaped 20-carbon structure 118 

Rohrer, Heinrich 10 

rotation axes (Cn) 52–3 

rotation matrix (φ) 98 

rotation reflection axes (Sn) 53–5 

ruby glass 7, 8 

 

sapphire single crystals 86 

scales of inhomogeneity 14–19 

artificial molecular machinary 25 

capillary length 14–15 

correlation length 17–19 

line tension 16–17 

thermal gravitational scale 14 

Tolman length 15–16 

scanning monochromators 103 

scanning tunnelling microscopy 

(STM) 10, 145, 146, 164–8 

scattering of light see Raman 

scattering 

screw axis (n[p]) 63, 65 

selection rules 47–50 

self-assembly 16–17, 29, 32, 223–5 

self-healing systems 240 

semiconductors 

clusters 34 

nanoparticles 27 

nanotubes 195, 199, 200, 203 

shape of particles 27–8 

shear stress 140–2 

Shönflies notation rule 57–60, 62, 66 

silica-coated gold nanoparticles 32 

silicon 

nanowires 35, 36 

silicon carbide 103, 105 

single crystals 85 

substrates 

C60 molecule 185 

C70 molecule 189, 190 

residual stress 104, 105 

single-channel detectors 105 

single-walled carbon nanotubes 

(SWCNTs) 115, 143–55 

chiral vector Ch 145, 147, 149 

C–C bonds 144–7 

diameter estimation 147 

discovery 113–14 

effects on solvents 228 

end caps 148–9 



Subject Index 285 

formation 143–4, 155 

Raman scattering 190, 192–7, 198, 

199, 200, 204, 213, 214 

diameter/RBM correlation 193, 214 

pressure effects 229, 230–6 

thermal effects 209–11, 213–14 

structure 110, 111, 143–55 

unit cell construction 149–51 

six-fold rotation axis 52 

size of clusters 33, 34 

size of nanosystems 6–7, 11–14 

Smalley, Richard 3, 10, 11, 112, 113, 160 

solid state C60 185–8 

solubility 187, 215, 216–20 

solution state 210–11, 214 

solvents 

effects on C60 fullerenes 187, 215, 

216–20 

effects on C70 fullerenes 215, 216–20 

fullerene effects on solvents 225–9 

fullerene Raman spectra 215–29 

molecular weight effects 236, 237 

Raman spectra 94–5 

Soxhlet extraction method 134–5, 136 

Soxhlet extraction method 133–6, 137–8 

sp2 hybridisation 

C60 fullerenes 125, 126 

graphene sheet 144 

single-walled carbon nanotubes 153 

sp3 carbon replacement in regular 

nanotubes 153 

space groups 62–3, 65–9 

specific heat capacity 36 

spectrographs 103 

spherical giant fullerenes 139–40 

spring constant 78 

stability 120–1, 161 

stationary LC phase 137 

stereographic representations 60, 63–5 

Stokes lines 46, 81, 82, 83–5 

Stokes/anti-Stokes intensities 210–11, 

214 

Stone–Wales (SW) rearrangement 

density functional theory 167, 206–8, 212 

isomerisation in higher fullerenes 119 

optimised atomic structure of 

graphene 165, 166, 167 

strain effects 85–6, 87, 91, 104 

stretch modes 48–9, 50, 73, 94 

structural defects/imperfections 90–2, 205 

di-vacancy 165, 166, 206–8, 212 

mono-vacancy 165, 166, 206–8, 212 

Stone–Wales rearrangement 119, 

165, 166, 167, 206–8, 212 

sublimation method 135, 137 

subscripts in symmetry designations 73 

substrate interactions 204, 210 

surface plasmon resonance (SPR) 29 

surface tension (σ) 15–17, 19 

surface-decorated particles 29, 31 

SWCNTs see single-walled carbon 

nanotubes 

symbols see terminology 

symmetric stretch (ν1) 

carbon dioxide molecule 48–9, 50, 73 

hydrogen sulfide molecule 88, 89 

water molecule 76–7 

symmetry 

C60 molecule Raman active modes 

185, 186 

elements/operations distinction 55–6 

groups see point symmetry groups 

one-dimensional fullerenes 153–5 

Raman scattering 50–6, 85–6, 87 

symmetry operations 

C4 symmetry operation 73–4 

point groups 57–60 

symmetry elements distinction 55–6 

transformation of directional 

properties 69–73 

symmetry species 69–79 

C60 molecule 183 

linear molecules 74 

normal vibration formulae 267–71 

normal vibration modes 

correlation 72 

single-walled carbon nanotubes 190 

water molecule, nine degrees of 

freedom 78 

symmorphic space groups 153 

 

tangential Raman scattering modes 

192, 193, 194 

Taniguchi, Norio 2, 3 



286 Subject Index 

temperature (T) 

C60 phase transitions 186, 208–15 

conductivity 35, 36 

critical point 18 

fullerene stability 120–1 

graphene sheets Raman scattering 211 

large one-component system 20–1 

large/small systems 11–12 

Raman scattering 84, 85, 86–8 

hydrogen sulfide 89, 90 

single-walled carbon nanotubes 

Raman scattering 213, 214 

specific heat capacity size 

dependence 36 

Stokes/anti-Stokes lines 46 

thermal effects on Raman spectra 

208–15 

tensor see polarisability tensor 

terminology 2, 5–6, 11 

Bravais lattice centring symbols 67 

character table 69–81, 259–66 

fullerenes atomic numbering 119, 122 

Hermann–Mauguin notation 60, 62, 66 

nonmacroscopic/nanosystems 20 

one-dimensional space groups 68 

point group symbols 56, 57–60, 62 

representations 69–73 

S symbol derivation 53 

Shönflies notation rule 57–60, 62 

symmetry designations 73, 74 

symmetry element symbols 63 

symmetry species 267–71 

two-dimensional objects 68 

tetragonal crystal point group 64, 273–4 

tetrahydrofuran (THF) 135 

thermal effects 

see also temperature 

C60 phase transitions 186, 208–15 

conductivity 35, 36 

nanophenomena 35–7 

Raman spectroscopy 86–8 

thermal gravitational scale 14 

thermodynamic functions 

cofigurational entropy 21–6 

large/small systems 11–14, 35–7 

small systems 19–21 

three-dimensional pseudo molecules 

223–4 

Tolman length 15–16 

toluene 80, 225–7 

topological defects, graphene 205–8, 212 

transformation of directional properties 

69–73 

transitional SWCNT unit cell 149–51 

translation operation 63 

triangular symmetries 164 

triclinic crystal point group 64 

trigonal crystal point group 64, 273 

triphenylphosphine 57 

tris(ethylenediamine) cobalt(III) cation 58 

tube–tube interactions 194, 200–1 

tubular giant fullerenes 139–40 

twist axis 63, 65 

two small systems in contact, mixing 

state probabilities 22–3 

two-dimensional space groups 66–7, 68–9 

two-dimensional systems 223–4 

see also graphene sheets 

two-fold rotation axis 52 

two-fold screw axis 65, 66 

two-phase liquid–gas systems 14–15 

 

ungerade 73 

uniaxial tensile strain 86 

unit SWCNT cell construction 149–51 

units for Raman/Rayleigh lines 46–7 

Universe-scale correlation length 18, 19 

usefulness of nanotechnology 5 

UV light 27 

 

van Hove singularity 194 

vibration modes 

see also normal vibration modes 

C60 molecule 183–9 

symmetry assignment 185 

C70 molecule, symmetry 

assignment 189, 191–2 

carbon dioxide molecule 48–50 

Raman lines 47–8 

virtually excited species 81, 83 

visible light 27 

volume (V) 12, 13 



Subject Index 287 

wallpaper groups 66–7, 68–9 

water 

bulk/nano-domain properties 7 

molecules 

C60 fullerene 124, 125, 221–2 

nine degrees of freedom 78 

normal vibration classification by 

symmetry 74, 76–8 

O–H transformations 76–7 

single-walled carbon nanotube 

interactions 228, 235, 236 

point group 57 

Weyl, Hermann 50–1 

Widom’s potential distribution theorem 12 

 

xenon oxytetrafluoride 58 

xenon tetrafluoride 59 

xylene 225–7 

YBCO single crystal high-temperature 

superconductor 98–9 

yield stress 37 

Yoshida, Z. 111 

 

Zeldin’s method 56 

zero-dimensional fullerenes 117–29, 

130 

zigzag tubes 

atomic displacement vectors 192, 

193 

graphene crystals 163 

multiwalled carbon nanotubes 155–6 

Raman active modes 190 

single-walled carbon nanotubes 145, 

146, 148, 149–51, 153–4 

zipping/unzipping of single-layered 

graphene sheets 166–7 

 




