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PREFACE 
 
 
The term 'molecular recognition' refers to the specific interaction between two or more 

molecules through noncovalent bonding. This book presents research in the study of 
molecular recognition, including next generation molecular imprinted polymers; applications 
of molecular imprinting; recent advances in DNA-Ligand molecular recognition and allosteric 
interactions; the proteomic code and the molecular recognition of odorant-binding proteins in 
insect olfaction. 

Chapter 1 - Synthetic molecules able for efficient and selective binding of carboxylic 
acids belong to very promising receptor structures. Special focus on hydroxy- and 
dicarboxylic acids is due to the central role of these molecules in metabolic paths of the living 
organisms and commercial importance in biotechnology. In addition, wide range of biological 
and organic molecules contain carboxylic group. For this reasons, great attention is paid to 
modeling of the synthetic receptors able to specifically bind carboxylic acids or their 
fragments. This chapter describes the current state-of-the-art in research and development of 
the methods for development of artificial receptors for carboxylic acids. The focus is on the 
structural and physical properties of synthetic receptors because the efficiency of interaction 
between the receptors and acids depends on various factors, i.e. nature of the substituents, 
their structural accepting characteristics, geometrical complementarity of the binding sites etc. 
In general, the development of artificial receptors for carboxylic acids has some difficulties 
and now full understanding of all the principles of molecular recognition of acids is still far 
from being completed. Due to their unique properties, the synthetic receptor molecules can 
contribute to solution of these problems. They offer new opportunities for modeling artificial 
living systems and physiological processes, designing therapeutic agents and sensitive 
elements of (bio)sensors and others diagnostic tools devoted to fast detection of pathogens 
and pathological stages in medicine. Active search in the area led to development of artificial 
receptors different in efficiency of recognition toward a number of hydroxy-, amino and 
dicarboxylic acids. In this chapter, general approaches to the design of synthetic receptor, 
their classification and performance in recognition of various substrates are considered.  

Chapter 2 - Molecular imprinted polymers (MIPs) have been studied for a few decades. 
They enable the specific recognition of the molecule for which they have been prepared. They 
have been thoroughly studied in organic solvents and this showed that a good recognition was 
observed only when a crosslinking ratio above 70% was used. In this case, however, the 
capacity of the MIP was limited owing to a poor accessibility of the imprinted cavities. In the 
ongoing research on this subject, many teams assess the possibility of controlling the 
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recognition process and that of using the MIPs in aqueous systems. They present here their 
experience in liquid crystal MIPs as tunable systems and hydrogel-MIPs for the recognition 
of proteins.  

In the first case, the MIP is composed of a liquid crystal elastomer which is built around 
the template. The difference from regular MIPs lies in the percentage of crosslinker agent, 
which is in the 5-10% range. This low range becomes possible owing to replacing a large part 
of the chemical crosslinking by a physical one, coming from the interactions between liquid 
crystal moieties attached to the material. This brings up a recognition ability similar to the 
regular MIPs, but with an increased accessibility to the cavities. Thus, the mass capacity of 
this LC-MIP is tremendously increased. Furthermore, since liquid crystal elastomers exhibit 
an organized/disorganized transition temperature and have a shape memory capacity, the LC-
MIP can be controlled with external parameters, such as temperature or solvents. By this 
method, different types of materials have been examined and are presented here: MIPs able to 
specifically interact with an enantiomer, catalytic MIPs acting as artificial enzymes or MIPs 
able to interact with pesticides. 

The second part of the manuscript describes the state of the art as well as the author‘s 

preliminary experiments aiming at developing MIPs made of hydrogels which will be able to 
selectively recognize a protein in solution. The goal is to fix the hydrogel MIP to a detection 
device for a future application in diagnostics. Due to this, a severe constraint exists for 
process: temperature and pH limits, process in less than 30minutes, porosity slightly lower 
than the size of the protein. Indeed, since proteins are large molecules, recognition at the 
surface of the MIP is sought. Several monomer formulations have been studied and the 
technological problems have been examined.  

Chapter 3 - The concept of molecular recognition in supramolecules with different types 
of intermolecular interactions and in some biological processes is discussed. The features and 
manifestations of hydrogen bonding as one of the most important types of interactions 
participating in the molecular recognition are presented in geometric, spectroscopic and 
natural bond orbitals terms. Molecular recognition in co-crystals and polymorphs is object of 
discussion in order to give a general view of this matter in different technologies, particularly 
in the pharmaceutical one. The role of molecular conformation and association in solution in 
predicting crystalline structures is investigated. Attention is also given to the molecular 
recognition in solid/solution interfaces in some important processes of crystal growth. 

Chapter 4 - Molecular recognition can be defined as recognition of molecules, i.e. polar 
molecules by other polar molecules, or recognition of chiral molecules by other chiral 
molecules. These molecules can interact together, for instance, by creating hydrogen bonding. 
This review shows using of microscopy, spectroscopy and other methods to investigate of 
chiral recognition (i.e. chiral surfaces). 

The term of chiral surface can be defined as surface of metal (i.e Cu, Au) or non–metal 
(i.e graphite) covered by chiral molecules. The covering ratio of surfaces can be different, and 
it depends of method specification used in appropriate experiment. In this review the author 
want to show, so chiral molecule (i.e. –amino acids) adsorbed on surface (i.e. metal) can 
recognize another chiral molecule also adsorbed on surface. The useful methods discussed in 
this paper are: STM (scanning tunneling microscopy), AFM (atomic force microscopy), 
electrochemistry and vibrational spectroscopy – infrared and Raman, including SERS effect 
(surface–enhanced Raman scattering) and others. Molecular recognition can be investigated, 
for instance, when molecules create i.e. the SAMs or Langmuir–Blodgett films. 
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The most sensitive methods are STM, AFM and Raman spectroscopy (SERS), because 
the most interesting results were obtained using these methods. The author would like to 
underline, so every method has its own limitation and specification, and results are strong 
depended from using method. Structural information obtained using various techniques for 
chiral surfaces can be useful in understanding of key of interaction of adsorbed chiral 
molecules.  

Chapter 5 - Molecular imprinting has been widely studied and applied in the last two 
decades as an innovative tool for various technological and scientific fields. The first 
approach to molecular imprinting was not well known until 1949 when Dicky and his 
coworkers succeeded to create complementary molecular cavities for certain dye molecules. 
Dickey's silicates could be considered as the first molecularly imprinted material [1and2].  

In general, molecular imprinting process involves the formation of molecular cavities 
inside the polymer matrix being imprinted which are of complementary structural, functional 
group orientation and geometrical features with respect to the molecule being imprinted. 
Specifically, the molecular cavities are created by the incorporation of the template molecule 
during the polymerization process in such a way that a three dimensional network is formed 
around the molecule being imprinted. Upon extraction of the molecular moiety (template) 
from the polymer matrix, molecular cavities with specific shape, size and electrostatic 
features, remain in the cross-linked host material [3-5]. 

 Because of its unique properties, molecularly imprinted materials have been widely 
utilized for a lot of applications and in various fields. They were applied in high performance 
liquid chromatography [6], food analysis [7], capillary chromatography, solid phase 
extraction [8] and drug delivery techniques [9].  

One of the most important applications of the imprinting technique is the molecular 
recognition. Sensors prepared by imprinting methods could introduce good solution for the 
recognition of a variety of biologically active molecules. Recognition mechanism of the 
molecules is largely similar to what happens in living organisms. In their bodies, there are a 
large number of different molecules, and cells, without which they cannot survive, which are 
able to work cooperatively in such a way that certain function are carried out very precisely 
and accurately. For example, the receptors on the surface of cell membranes bind hormones 
specifically and selectively. When the receptor binds a hormone, its conformation is changed 
and a message of the hormone is transferred in terms of a conformational change and as a 
result of that a specific function of that hormone is fulfilled. In molecular recognition, the 
molecules being imprinted can rebind to their molecular cavities with very high degree of 
selectivity and specificity, so that these materials may be named as artificial antibodies. 

Chapter 6 - It is generally recognized that elucidating the molecular basis for recognition 
of specific sequences in target DNA by proteins and small synthetic molecules vitally 
underpins research on the modulation of gene expression. In this review they discuss the 
fundamental basis of DNA sequence recognition by small molecules at the atomic bonding 
level based on recent X-ray diffraction results together with circular dichroism spectra and 
footprinting experiments on DNA-small ligand binding. Monodentate (single) interactions, 
intrastrand bidentate interactions and interstrand bidentate interactions are considered not 
only central to the capabilities of small ligands and proteins to recognize DNA sequences, but 
also provide the means for allosteric communication between multiple DNA binding loci. 
Thermodynamic, kinetic and allosteric features of molecular recognition by drugs and small 
ligands within the minor groove of DNA are reviewed. Allosteric interactions between small 
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synthetic peptides and multiple DNA binding sites are discussed, and hypothetical models are 
proposed to interpret the complex allosteric communication process. In contrast to protein-
protein interaction networks which have been extensively investigated, studies on small 
ligand-DNA interaction networks have only recently been commenced. In this review, three 
different types of novel allosteric interaction networks between peptides and DNA are 
considered, together with hypothetical models featuring monodentate interactions and 
interstrand bidentate interactions. The new concept of DNA-small ligand interaction networks 
illuminates some basic chemical rules of DNA-small ligand allostery and may find 
applications in future drug design as well as structural biology research. 

Chapter 7 - Like other animals, insects sense chemicals evoke their behaviors, such as 
aggregation，mating, feeding and migration behaviors, through their olfactory and taste 
recognition systems. The olfactory molecules, in the air out of insect body, diffuse into 
sensillum lymph through the cuticle pores and at first step interact with the small soluble 
odorant-binding proteins (OBPs). The odor specificity of a given olfactory neuron is 
determined by expressed olfactory receptor (OR) genes along with other accessory proteins. 
The signals accepted by ORs then are sent to higher processing centers in the brain to elicit 
distinct behavioral outputs. 

So far over 100 OBPs have been identified from more than 40 species of insects. 
However, only a few have been studied for their recognition with ligands during binding 
activity. Although OBPs certainly show binding ability to hydrophobic odorants, their 
physiological roles are still in controversy. There are three unclear points which people are 
very interested in. Firstly, whether or not insect OBPs have binding specificity and how do 
they perform such binding specificity? Secondly, how do the proteins recognize the odorants, 
and which binding sites are involved in recognition? Thirdly, how do OBPs interact with 
odorant receptors? To reveal mechanisms of OBPs molecular recognition is helpful in 
understanding their physiological functions and in designing interfering molecules to ruin 
normal recognition and control insect pests. Therefore this field is attracting more and more 
scientists‘ passions and interests. 

Recently some interesting experiments on insect OBPs had been conducted to partly 
address these questions with the combination of three dimensional structure analysis, binding 
experiments, site-directed mutagenesis, and simulation and docking experiments. Here the 
authors discuss insect OBPs molecules recognition and review the progress in the field. It has 
been found that the conformational change of OBPs can be induced either by pH value 
alteration or by ligand binding. Some hydrophilic amino acids at the entrance of OBPs 
binding pocket, as well as the hydrophobic amino acids in the pocket, are involved in ligand 
binding and may contribute to the recognition specificity of OBPs. 

Chapter 8 - The Proteomic Code is a set of rules by which information in genetic material 
is transferred into the physico-chemical properties of amino acids and determines how 
individual amino acids interact with each other during folding and in specific protein–protein 
interactions. The Proteomic Code is part of the redundant Genetic Code. The 25-year-old 
history of this concept is reviewed from the first independent suggestions by Biro and Mekler, 
through the works of Blalock, Root-Bernstein, Siemion, Miller and others, followed by the 
discovery of a Common Periodic Table of Codons and Nucleic Acids in 2003 and 
culminating in the recent conceptualization of partial complementary coding of interacting 
amino acids as well as the theory of the nucleic acid-assisted protein folding. A novel cloning 
method for the design and production of specific and with high affinity reacting proteins 
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(SHARP) is presented. This method is based on the concept of proteomic codes and is 
suitable for large-scale, industrial production of specifically interacting peptides. 

Chapter 9 - The ‗on/off‘-switched molecular recognition by a smart imprinted polymer 
(MIP-T) was presented in this chapter. The smart MIP-T was prepared using PNIPA as the 
thermosensitive element and 2-aminopurine as the template. The thermal phase transition of 
PNIPA induced a self-switching ability in the prepared polymer. At a relatively low 
temperature (such as 20 oC), the MIP-T was capable of highly specifically recognizing the 
imprint species, i.e., 2-aminopurine. However, above the transition temperature, the MIP-T 
did not demonstrate significant resolution for 2-aminopurine compared with its analogue 2-
amino-6-methylpurine. Such temperature-responsive recognition, in nature, was comparable 
to an on/off-switched process, which allows an efficient self-regulation in the molecular 
recognition behavior. 
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MOLECULAR RECOGNITION OF CARBOXYLIC ACIDS  

AND CARBOXYLATE ANIONS  

BY SYNTHETIC RECEPTOR 
 
 
Ivan I. Stoikov

*
, Maria N. Agafonova, Luidmila S. Yakimova, 

Igor S. Antipin and Alexander I. Konovalov 
Organic Chemistry Department, A.M. Butlerov‘ Chemistry Institute, 
Kazan (Volga Region) Federal University, 18 Kremlevskaya Street, 

Kazan, 420008, Russian Federation 
 
 

ABSTRACT 
 

Synthetic molecules able for efficient and selective binding of carboxylic acids 
belong to very promising receptor structures. Special focus on hydroxy- and dicarboxylic 
acids is due to the central role of these molecules in metabolic paths of the living 
organisms and commercial importance in biotechnology. In addition, wide range of 
biological and organic molecules contain carboxylic group. For this reasons, great 
attention is paid to modeling of the synthetic receptors able to specifically bind 
carboxylic acids or their fragments. This chapter describes the current state-of-the-art in 
research and development of the methods for development of artificial receptors for 
carboxylic acids. The focus is on the structural and physical properties of synthetic 
receptors because the efficiency of interaction between the receptors and acids depends 
on various factors, i.e. nature of the substituents, their structural accepting characteristics, 
geometrical complementarity of the binding sites etc. In general, the development of 
artificial receptors for carboxylic acids has some difficulties and now full understanding 
of all the principles of molecular recognition of acids is still far from being completed. 
Due to their unique properties, the synthetic receptor molecules can contribute to solution 
of these problems. They offer new opportunities for modeling artificial living systems 
and physiological processes, designing therapeutic agents and sensitive elements of 
(bio)sensors and others diagnostic tools devoted to fast detection of pathogens and 
pathological stages in medicine. Active search in the area led to development of artificial 
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receptors different in efficiency of recognition toward a number of hydroxy-, amino and 
dicarboxylic acids. In this chapter, general approaches to the design of synthetic receptor, 
their classification and performance in recognition of various substrates are considered.  
 
 

Keywords: Calixarenes; Thiacalixarenes; Self-assembly, Molecular recognition. 
 
 

1. INTRODUCTION 
 
The development of synthetic receptors able to recognize specific substrates belongs to 

the trends of modern organic chemistry. The demands in design of high-selective synthetic 
complexing agents relates to various aspects of molecular recognition, including templated 
organic synthesis and separation (chromatography, membrane technologies), design of 
miniature receptor devices, information storage and transfer which are realized on molecular 
level [Mutihac et al. 2002; Sokoließ et al. 2003; Creaven et al. 2009]. Problems of modeling 
and synthesis of artificial receptor molecules are very actual. Thus, they refer also for 
biomimetic systems, e.g. those involved in biological systems functioning (coding and 
replicating genetic information, enzyme catalysis, immune response, active transmembrane 
transfer of specific ions and molecules, etc.) [Mutihac et al. 2002; Kubo et al. 2006; Consoli 
et al. 2007; Creaven et al. 2009]. Permeability and selectivity of artificial membranes are also 
achieved by introduction of lipophilic molecules-carriers which function as receptor forming 
complexes with the substrates [Oshima et al. 2008; Erdemir et al. 2009]. Membrane transport 
of biologically significant compounds, such as -hydroxy and dicarboxylic acids, through 
lipophilic organic membranes can be used for separation and analysis of multi-component 
media, for modeling of the biological membranes operation, for development of drug delivery 
systems and purification of pharmaceuticals.  

All natural and anthropogenic processes mentioned above assume molecular recognition 
as their indispensible step. Thus, the problem of directed synthesis of compounds able to 
molecular recognition is considered very actual not only for synthetic organic chemistry, but 
also for basic and applied research areas of science. The solution of the problem directly 
depends on the establishment of structure- property relationships both for the receptor 
(transporter, complexing agent, catalyst) and a substrate. The appropriate relationships can 
involve the parameters of transport, efficiency of detection, stereoselectivity of chemical 
reactions responsible for recognition and interface transfer of the initial components and 
supramolecular complexes formed [Li et al. 2008; Creaven et al. 2009].  

The choice of a structure and synthesis paths for host molecules required for various 
substrates can differ. However, in last two decades, the most attention to such a choice is 
focused on macrocyclic compounds, among them, on metacyclophanes, named also 
calixarenes. They show many advantage over transitional ligands as molecular platform for 
synthetic receptors, i.e. variety of functionalization possibilities, the design of three-
dimensional structures and high structural flexibility of host molecules. Calixarenes are the 
products of one-stage condensation of phenols and formaldehyde, available and inexpensive 
compounds. Followed by directed modification of available reaction sites, this makes it 
possible to obtain various modification of their structure, including geometry of a macrocycle 
cavity and its nearest environment. Functionalization of phenolic groups of a macrocycle 
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bridged fragments by appropriate organic and organoelemental reagents can multiply changes 
in efficiency and selectivity of the binding reaction with the ions and neutral organic 
molecules [Stibor 2005; Stoikov et al. 2010]. The application of such compounds as building 
blocks for the synthesis of highly organized supramolecular structures, like drug delivery 
systems, artificial molecular and ion channels, nanosized electronic and mechanochemical 
devices is of special interest [Stibor 2005; Kubo et al. 2006; Creaven et al. 2009]. 

Study of complexation of organic ligands with metal cations is a research base of 
molecular recognition by synthetic host receptors. The number of investigations in this area is 
extremely high. Meanwhile selective binding of organic anions and acids by molecular 
receptors has yet not been found adequate attention [Casnati et al. 2003; Späth and König 
2010]. It should be noted that this aspect of molecular recognition seems very important 
because many of them are responsible for interactions with biologically active species, 
including metabolites and mediators of biochemical paths like -amino and -hydroxy acids, 
nucleotides, etc. To some extent, limited amount of publications in this area is related to some 
complications arising design of receptors toward anions and neutral organic acids. In 
particular, the achievement of geometric complementary of coordination sites required for 
molecular recognition of these substrates (especially, polyfunctional molecules, i.e. peptides, 
nucleosides, dicarboxylic, α-hydroxy and α-amino acids) calls for more complicated spatial 
organization of coordination site contrary to that for spherical inorganic ions of the metals 
[Blondeau et al. 2007]. Besides, interaction energy is much lower for neutral molecules than 
that of the ions [Stibor 2005].  

In this connection, binding and recognition of uncharged molecules demands not only 
electrostatic, but also other types of interactions, i.e. hydrogen bonds and donor-acceptor 
interactions [Späth and König 2010]. These factors do the synthesis of receptors for 
carboxylic acids a complex problem, which is more difficult than that of recognition of 
cationic species [Stoikov et al. 2010].  

Progress in understanding nature of chemical bonds, intra- and intermolecular 
interactions, interfacial processes, methods of directed organic synthesis which was achieved 
from late 1960-s, made it possible to design not only molecular systems but also 
supermolecules and organized poly-molecular (supramolecular) assembles [Lehn et al. 1988]. 
C. Pedersen, J.-M. Lehn and D. Cram, the pioneers in this direction, gave birth to a new area 
of the science which received the name of supramolecular chemistry [Lehn et al. 1988]. The 
terminology implemented first by D.Cram, described the host-guest or synthetic receptor-
substrate components involved in the formation of supramolecular associates. Thus, host (a 
synthetic receptor) was denoted as ―an organic molecule or an ion whose binding centers 

converge in a complex. Guest (substrate) is a molecule or an ion, whose binding centers 
disperse in a complex‖ [Dietrich 1981].  

A wide number of biological and organic molecules contain carboxylic group in the 
molecular (neutral) or ionic form. It explains importance of the development of receptor 
structures for carboxylic and carboxylate groups to be recognized in such molecules or their 
fragments.  

In our works, dicarboxylic, amino and hydroxy acids were specified as the substrates 
containing these groups. They are not only often presented in metabolic paths but also are 
used as important products in biotechnological manufacture.  
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2. SYNTHETIC RECEPTOR MOLECULES FOR THE SENSING  

OF CARBOXYLATE ANIONS AND CARBOXYLIC ACIDS 
 
Despite of successes in the field of creation of receptors for carboxylic acids, the problem 

of effective recognition of these substrates has not yet been solved. Serious difficulties in the 
synthesis of the receptors for these substrates are caused by a number of the reasons, i.e. 
strong solvation of charged zwitterionic form of -amino acids, self-association -hydroxy 
acids in aqueous solutions, the necessity of the binding of the hydrophobic side chain often 
present in natural -amino and -hydroxy acids [Kimura 1981].  

 
 

2.1. MACROCYCLIC POLYAMINES 
 
Initially, synthetic receptors containing ammonium groups were used for carboxylate 

anions recognition. Kimura [Kumura et al. 1981] and Lehn [Dietrich et al. 1981; Hosseini et 
al. 1982; Breslow et al. 1981; Jazwinski et al. 1981; Dhaenens et al. 1993; Cudic et al. 1999; 
Miranda et al. 2004; Cruz et al. 2004] published their pioneer articles in 1981. Macrocyclic 
and polymacrocyclic polyamines 1-12 act as receptors for di- and tri-carboxylates (Figure 1). 
Reaction of polyamines 1-12 with guests is controlled by geometric complementary of 
molecules and charge value of a guest and host (see summary in the Table 1).  
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Figure 1. The structure of compounds 1-12.  
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Table 1. Association constants lgKas for complexation of carboxylate anions with 

polyammonium macrocycles in aqueous solution (references are given below in the text) 

 
anion 2 3H+ 3 6H+ 4 8H+ 
oxalate2- - 3.8 3.7 
malonate2- 1.5 3.3 3.9 
succinate2- 1.3 2.4 3.6 
maleate2- 1.5 3.7 4.1 
fumarate2-  2.2 2.9 
cutrate3- 2.4 4.7 7.6 
1,3,5-benzenetricarboxylate3- - 3.5 6.1 
 
The affinity of carboxylate anions toward protonated macrocyclic oligoamines, e.g. 

compounds 1, 2 3H+, 3 6H+ and 4 8H+, is determined by Coulomb interactions because the 
association constant was found to be increased with the charge decrease of a receptor and 
substrate (Table 1). This was clearly observed in the range from double charged to triple 
charged anions and depended on the degree of charge localization. Thus stronger association 
was found for small anions with highly localized negative charge: oxalate > malonate > 
succinate > fumarate. Except electrostatic interaction, a macrocycle size (geometric 
complementary) plays significant role. Rather large dianions (succinate, fumarate anions) 
formed more stable complexes with the macrocycle 4 8H+, the biggest one in the range 
considered. 

Macrocyclic hexa-amines 5 and 6 were synthesized for dicarboxylate anions binding 
[Hosseini et al. 1982; Breslow et al. 1981]. In neutral aqueous solutions, the compounds 5 and 
6 exist as hexaprotonated cations. The analysis of the dependence of the association constant 
on the chain length (m=1-8) in dicarboxylates -O2C-(CH2)m-CO2

- showed definite selectivity 
of the receptors toward a substrate size. Thus, the macrocycle 5 formed more stable 
complexes with glutarate dianion (m=3, lgKas = 4.4), and the macrocycle 6 with pimelate 
dianion (m=5, lgKas = 4.4).  

Macrocycle 7 containing 2,6-naphtyl bridge was synthesized for dianions binding. The 
formation of the complex is presented on the scheme 8 [Jazwinski et al. 1981; Dhaenens et al. 
1993]. Two large aromatic cycles symmetrically located in receptor provide effective binding 
unsaturated substrates. The estimation of acid association constants 7 with maleate (lgKas = 
3.5), fumarate (4.4), phthalate (3.6), iso-phthalate (5.0) and terphthalate (5.2) showed that - 
interactions and complementary of carboxylate and ammonium groups in receptor plaid main 
role in effective binding of these species. 

The development of pre-organized structures with rigid location of the binding sites is 
one of the approaches to increase of the complexation selectivity and stability. According to 
this strategy, series of bicyclic cryptands 9-12 which form hexaprotonated particles in acid 
solution were synthesized by Lehn‘s group [Cudic et al. 1999; Miranda et al. 2004].  

The large value of association constants (lgKas (9 6H+ / oxalate) = 4.95, (9 6H+/malonate) 
= 3.10; (10, 11 6H+/oxalate) = 4.50, (10, 11 6H+/malonate) = 2.85) [Cudic P. et al. 1999] and 
X-ray data [Miranda et al. 2004] made it possible to conclude that anion was fixed inside the 
molecular cavity by a number of hydrogen bonds. Conformation rigidity of bicycle affects 
complexation selectivity toward a guest size. Introduction of one methylene chain spacer in 
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the dianion caused a 100-fold decrease in the association constant. However, cryptand 12 6H+ 
[Cudic et al. 1999] with diphenylmethane spacer interacted with aliphatic acid anions much 
worse than monocyclic polyammonium receptors and showed lower selectivity to a guest size 
(Table 2).  

 
Table 2. Association constants lgKas (M

-1
) for complexation of acid dianions with 

receptors 19 and 20, 21 in aqueous solution (pH = 8.8, 27 ºC) (references are given below 

in the text) 

 
Substrate 19 20, 21 Kas(20, 21)/ Kas(19) 
22 208 714 3.4 
26 62 322 5.1 
23 556 2041 3.7 
24 476 5265 11.1 
25 1024 10000 9.6 
 
According to X-ray data, each carboxylate group in crystal structure of cryptand binds 

with ammonium centers by three H-bonds. The decrease of selectivity could be due to large 
size and conformation lability of cryptand adapting to a guest size. No preferences in the 
binding of unsaturated and aromatic dianions by bicyclic receptor were found. Association 
constant of 9 6H+ with maleate (lgKas = 3.4), fumarate (3.6) and terephthalate (4.4) anions 
was significantly lesser than that obtained with monocyclic ligand 7. Binding selectivity also 
decreased. For example, it was equal to 8.3 for fumarate/maleate pair and monocycle 7 and 
1.7 for cryptand 12 6H+

. According to author‘s opinion, weak - and CH- interactions are 
main factors affecting molecular recognition [Cudic et al. 1999]. Acridine derivative 13 
selectively bounded trans-azobenzenedicarboxylates in D2O [Cudic et al. 1999] (Figure 2).  

Interaction of the pyrazole containing macrocyclic receptors with glutamate in aqueous 
solution was studied by potentiometric techniques [Miranda et al. 2004]. It was shown, that 
the compound 14 which contained benzyl groups at the central nitrogen atoms of the 
polyamine side chain exerted larger interaction with glutamate (Kass = 2.04∙10

4 M-1 at pH 7.4). 
Macrocycle 15 with pyridine fragments was used as receptor for the molecular recognition of 
aromatic and aliphatic carboxylate substrates (phthalate, isophthalate, terephthalate, 4,4‘-
dibenzoate, benzoate, 3- and 4-nitrobenzoate, and –O2C(CH2)nCO2

-, with n = 1-4). No specific 
selectivity was found for the series of anions, association constants varied from lgKas = 2.15 
to 3.69. Single crystal X-ray showed alternating molecules of diprotonated receptor 15 with 
terephthalate and 4,4-dibenzoate anions. These anions were identified also as the building 
blocks of an extensive 3-D network of hydrogen bonds [Cruz et al. 2004].  

Novel 18-mer cyclic oligopeptide 16 showed excellent receptor properties for 
carboxylates [Chakraborty et al. 2002]. The binding ability of 16 toward carboxylate anion 
was measured by the 1H NMR titration with tetrabutylammonium acetate in CD3CN. The 
stoichiometry of complex was 1:1 with association constant of 8.64∙10

3 M-1.  
Application of protonated polyamines for anion binding is limited by acidic medium and 

base strength of the anions studied that determined their deprotonation. Quaternary 
ammonium bases [Schmidtchen 1981; Schmidtchen 1986; Lara et al. 2001; Sunamoto et al. 
1982; Rebek et al. 1987; Rebek et al. 1990] do not show such a limitation. However, they do 
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not participate in specific interactions because they do not contain acidic N+-H bonds. Indeed, 
this essentially reduces the energy of their association with anions, because hydrogen binding 
plays important role in interaction energy of protonated amines. Tetrahedral tetraazo 
derivatives 18 and 19 bind carboxylates, i.e. formiate, acetate, benzoate and some other 
anions with formation of inclusion complexes with 1:1 stoichiometry (Kas=3-70 M-1) 
[Schmidtchen 1986]. Open-chained bifunctional receptors 20 and 21 involving two tetraaza 
groups connected by p-phenylene bridge were synthesized to increase the host-guest complex 
stability and selectivity.  
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Figure 2. The structure of compounds 13-26.  

Acid dianions 22-26 [Schmidtchen 1986] were used for investigation of the effect of the 
substrate side chain length effect on their complexation with the receptors studied 
[Schmidtchen F.P. 1986]. The o-nitrophenol substrates 22-26 exerted bathochromic shift of 
their long wave absorption band after the addition of the host compounds. The shifts were 
analyzed by a Benesi-Hildebrand treatment [Lara et al. 2001] (Table 2).  

It is obvious from the Table 2, that the association constants of the monotopic receptor 19 
are lower than those of ditopic hosts 20 and 21. This is expected from the comparison of 
electrostatic interactions which are much higher for anionic particles with 20, 21 than those of 
18, 19, because of the doubled positive charge of the host molecule. Another trend yielding 
from Table 2 is that the association constant increases with elongating the side chain of the 
substrate with no respect of its nature even though electrostatic interactions are weakened, at 
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least in the case of 18, 19. Hydrophobic and dispersion interactions of host and guest species 
contribute to guest binding and compensate for the decay of electrostatic attractions. 
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Figure 3. The structure of compounds 27-31.  

Receptor 27 containing spacer linked binding centers for two functional groups of a guest 
was obtained for -amino acids [Schmidtchen et al. 1986] (Figure 3). The compound cannot 
self-associate. Probably this contributes to its complexation. However, its Kas values did not 
depend on the chain length of a substrate. An analog of 27, obtained by formal substitution of 
the tetrahedral tetraaza fragment by triethylammonium group (compound 28) effectively 
bounded -amino acids in aqueous methanol.  

Binding bis-carboxylates by bis-quaternary salts 29 obtained from (S,S)-(+)-tetrandrine 
was described by Eliseev and Eatsimirsky. Receptor 29 bounded in aqueous solution 
phthalate (Kas = 135 M-1) and terephralate (Kas = 110 M-1) anions stronger than isophtalate 
(Kas = 49 M-1) [Lara et al. 2001].  

The first investigation on amino acids bonded by zwitterionic receptors was reported in 
[Sunamoto et al. 1982]. Upon UV irradiation in nonpolar organic solvents, the photospiran 30 
was easily converted to the colored ring-opened zwitterionic form 31 which transferred 
phenylalanine across liposomal membrane by formation an ionic complex between the carrier 
and amino acid.  

 
 

2.2. PROTONATED HETEROCYCLES 
 
Conformation rigid chain-opened receptors based on Kemp's acid 32 and 33 were 

synthesized [Rebek et al. 1987; Rebek et al. 1990] for the binding of dicarboxylic acids. 
Oxalic acid (pKa1 = 1.2), insoluble in CDCl3, was dissolves in the presence of compound 32 
(Kas = 103 M-1) (Figure 4). Complex with 1:1 stoichiometry is observed for malonic acid 
(pKa1 = 2.9) and its C-substituted derivatives, for maleic (pKa1 = 1.8) and phthalic acid (pKa1 
= 2.9). The weaker acids such as fumaric (pKa1 3.0), succinic (pKa1 = 4.2) and glutaric (pKa1 
= 4.3) acids under these conditions did not interact with 32, thus the authors suggested the 
protonation was important for the binding.  
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Figure 4. The structure of compounds 32-45.  

A number of works is devoted to the development of pyrrole based receptors toward 
carboxylic acids [Sato et al. 2000; Sessler et al. 2003; Tomankova et al. 2003; Sessler et al. 
1996]. Calix-pyrrole dimer with rigid butyliden-1,3-diine spacer 34 bounded isophtalate in 
CH2Cl2 with association constant Kas = 4.2.103 M-1 [Tomankova et al. 2003]. Macrocycles, 
which demonstrated more efficient binding of carboxylate anions against halogenide anions 
were synthesized by condensation of bis-furan or pyrrole with thiophenes [Sessler et al. 
2003]. In [Tomankova et al. 2003], the application of oligopyrrole macrocycles as sorbents 
for chromatography columns separation was investigated. It was proposed, association was 
controlled by a combination of electrostatic, - and hydrophobic interactions, with the latter 
two playing a predominant role.  
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Sapphyrin derivatives 35, 36 associated in acyclic (compounds 37, 38) and cyclic (39) 
dimers were used as building blocks in receptors for carboxylates [Tomankova et al. 2003]. 
Comparison of the association constants of the 1:1 complexes of 37 2H+ in methanol showed 
that the aromatic substrates bounded more effectively than the aliphatic ones. The aliphatic 
monocarboxylates formed unstable complexes (e.g., Kas ≤ 20 M

-1 for trifluoroacetate), 
meanwhile the stability of the complex with benzoate was higher by two orders of magnitude 
(1380 M-1). Similar relation was observed for dicarboxylates. The only difference was that the 
association constant generally increased (phtalate – 310, isophthalate – 2400, terephtalate – 
4600, oxalate – 260, malonate – 450 M-1). The data of NMR spectroscopy and X-ray analysis 
revealed that this effect was not due to - interactions of aromatic rings in host and guest but 
because of the formation of hydrogen bond C(sp2)-H…N (distance H…N: 2.38Å) and because 
of the coordination of the substrate aromatic ring perpendicular to the sapphyrin cycle in the 
complex formed. It was found that the cyclic dimer 39 bounded glutamate and aspartate 
anions with high affinity.  

Aromatic amino acids, i.e. phenylalanine, tryptophan and tyrosine, were specified as the 
substrates for transport studies using receptors containing fragments of sapphyrin, porphyrin 
and lasalocid [Sessler et al. 1996; Tejeda et al. 2000]. At neutral pH, novel sapphyrin-
lasalocid compound 40 was found to be very efficient carrier for phenylalanine and 
tryptophan through liquid membrane model system consisted of H2O-CH2Cl2-H2O layers 
placed in a U-tube. The organic layer contained the compounds 40-44 (Table 3). In direct 
competition experiments, L-phenylalanine was transported 1000 times faster than L-tyrosine. 
No one of the amino acids investigated was transported effectively by the compounds 41-43 
representing structural ―fragments‖ of the carrier 40. Substitution of sapphyrin (macrocycle 
40) by a porphyrin fragment (carrier 44) led to suppression of the transport of aromatic amino 
acids. Authors reported the enantioselectivity of the membrane transport by the compounds 
studied was modest. Only receptor 40 showed selective carrier properties (kl:kd = 1.57) for D- 
and L-phenylalanine [Goodnow et al. 1991].  

 
Table 3. Initial rates of amino acid transport (kt) 

[Goodnow T.T. et al. 1991; Oton et al. 2007] 

 
 kt (.10-5 , mol.cm-2.h-1) 
Carrier L-Phe D-Phe L-Trp D-Trp L-Tyr D-Tyr 
40 20.0 12.7 5.0 4.2 0.02 0.02 
44 0.7 0.9 0.3 0.2 0.001 0.001 
43 6.9 - 1.4 - 0.001 - 
41 0.5 0.4 0.2 0.2 0.001 0.001 
43+41 3.2 3.1 0.9 0.9 0.2 0.2 
43+42 7.8 7.2 1.4 1.4 0.5 0.6 
42 0.9 0.8 0.2 0.2 0.001 0.001 
No carrier 0.05 - 0.01 - 0.001 - 
 
Water-soluble cyclophane 45 with lipophilic cavity bounded some aromatic -amino 

acids, e.g., tryptophan and tyrosine, in acid medium [Goodnow et al. 1991].  
 



Molecular Recognition of Carboxylic Acids and Carboxylate Anions… 11 

2.3. RECEPTORS WITH GUANIDINE AND AMIDINE FUNCTIONS 
 
The guanidine group of arginine participates in the binding of anionic substrates in 

enzymatic reactions as well as in stabilization of the tertiary structure of proteins due to 
formation of salt bridges with the carboxylate group. This offers opportunities to develop 
appropriate receptors based on guanidine fragments [Oton et al. 2007; Blondeau et al. 2007; 
Schmidtchen 1980; Echavarren et al. 1988; Muller et al. 1988; Echavarren et al 1989; Gleich 
et al. 1990; Schmidtchen 1990; Kurzmeier et al. 1990; De Mendoza et al. 1997; Metzger et al. 
1995; Dietrich et al. 1978; Schmidtchen et al. 1997]. Strong interaction of guanidine cations 
with carboxylate anions is related to the formation of two strong hydrogen bonds 
accompanied with electrostatic interactions of charged particles (complex 46) [Blondeau et al. 
2007] (Figure 5).  
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Figure 5. The structure of compounds 46-65.  
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High basicity of guanidine (pKa = 13.5) makes it possible to keep it protonated in a wide 
pH range. Series of chain-ring bis-guanidine derivatives [Schmidtchen 1980; Echavarren et 
al. 1988] got together by bridging groups 47-51 [Muller et al. 1988; Echavarren et al 1989], 
and series of bicyclic compounds including guanidine function 52-55 [Kurzmeier et al. 1990; 
De Mendoza et al. 1997] were obtained. Bis-ligands [Metzger et al. 1995] showed high 
binding of carboxylates. Thus, the association constant 50 with fumarate was equal to 5·104 
M-1 according to NMR-spectroscopy in DMSO-d6.  

Modification of bicyclic ligands allows enantioselective binding of aromatic α-amino 
acids [Dietrich et al. 1978]. Thus the naphtyl substituents of 54 promote effective binding of 
aromatic acids due to additional - interaction [Schmidtchen et al. 1997] (complex 56). 

Effeciency of the binding of N-Ac-α-amino carboxylates by guanidine salts was enhanced 
by introduction of functional group able to form additional H-bonds, i.e. pyrrole [Katayev et 
al. 2007] and amide fragments in 57 [30], cholic fragment [Liu et al. 2007; Chahar et al. 
2006] in 58 and 59 [Davis et al. 2001] into the receptor structure. The association of the 
receptor 57 with N-Ac-α-amino carboxylates in H2O/DMSO mixture depended on lateral 
chain structure of the acid (Kas = 3.5.102 M-1 ÷ 5.3.103 M-1) [Schmuck et al. 1999]. The 
efficiency of the extraction of N-Ac-α-amino acids from neutral and basic aqueous solutions 
by compounds 58 and 59 was quite high (52-93%) for the substrates containing nonpolar 
groups in side chains. The receptor 59 with the extraction ability (74-93%) higher than that of 
58 due to increased acidity of its dichlorophenylcarbamoyl groups is of special interest 
[Metzger et al. 1996].  

Molecular design of zwitterionic -amino acids was performed in [Metzger et al. 1996]. 
In carrier 60, chiral bicyclic guanidinium salt functioned as an anchor of the carboxylate and 
triaza-crown ether as a binding moiety for ammonium cation. In combination with strong 
hydrophobic silyl ether, this contributed to complex formation and transfer of amino acids 
(phenylalanine, leucine, tryptophan, glycine) from water into dichloromethane with 
unprecedented efficiency at pH = 9. The quantification of the extraction by radiometry 
confirmed 1:1 stoichiometry of the complex. Te zwitterionic form of the species transferred 
was confirmed by decrease of the extraction coefficient of the substrate with increasing pH 
value. Modest enantioselectivity of the phenylalanine transfer was mentioned (40% of L-
isomer). From the compounds 60 and 61, the latter one does not contain a crown ether 
fragment. The following range of extractability decrease was found in both cases: 
phenylalanine > leucine > tryptophan > glycine >> serine. The comparison of the receptors 60 
and 62 [Galan et al. 1992] showed preferably extraction of most hydrophilic acids be 60. For 
serine and glycine, its efficiency was by 3000 times higher than that of 62 [Sell et al. 1995].  

In amidinium salts suggested for carboxylate binding, high electrostatic and H-bonding 
interactions are mainly responsible for host-guest association [Sebo et al. 2000]. A series of 
receptors for dicarboxylate substrates was prepared by attachment of two phenylamidinium 
ions to 1,1'-binaphthalene scaffolds.  

The 1,1'-binaphthalene derivative (±)-63 was found to be highly efficient receptor for 
glutarate (Kas = 8.2.103 M-1) and dianion 64 (Kas = 1.0.104 M-1) in CH3OH with similar 
association constants [Lilienthal et al. 1996]. Low substrate selectivity was explained by the 
electrostatic interactions responsible for comlexation which did not have certain spatial 
orientation [Lilienthal et al. 1996].  
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The idea to use substituents structurally similar to guanidinium and amidinium groups 
was realized for nitrogen containing heterocycles [Gamez et al. 2007]. Charged or neutral 
compounds, such as N,N’-dimethyl-2,7-diazapyrenium [Lilienthal et al. 1996] and 
tris(imidazoline) [Kraft et al. 1998] were synthesized and examined as receptors for benzoate 
anions. Thus, the tris(imidazoline) formed complex with benzoate 65 (Kas = 990 M-1) 
[Costero et al. 2007].  

 
 

2.4. RECEPTORS CONTAINING UREA AND THIOUREA MOIETIES 
 
Urea and thiourea derivatives are able to strong binding of carboxylates due to two H-

bonds (complex 66) [Roussel et al. 2006; Costero et al. 2007] (Figure 6). Receptor 67 
effectively interacts with tetrabutylammonium benzoate in CDCl3 (Kas = 2.7.104 M-1) [Webb 
et al. 1993].  

Introduction of electron accepting substitutient in aromatic ring of 68 yielded in highly 
selective colorimetric sensor for acetate ion in aqueous solution that showed selectivity 
toward various other monovalent inorganic anions (CH3CO2

−>H2PO4
−>Cl−, Br−, I−, SCN−, 

NO3
−, HSO4

−, ClO4
−) [Kato et al. 2001]. In the UV-vis. spectrum of 68 recorded in the 

absence of anions, a band with λmax at 343 nm (ε=3.1×104 M−1 cm−1) was observed which can 
be assigned as an intramolecular charge transfer. Addition of one equivalent of acetic acid 
resulted in remarkable changes of the band observed. Charge transfer absorption band shifted 
to 392 nm with shoulder absorption at around 450 nm. The color of solutions changed from 
colorless to yellow. 

Compounds 69-71 containing urea, thiourea and guanidine groups bind carboxylates 
more effectively than carboxylic acids [Fan et al. 1993]. The energy ΔG295 strongly depended 
on the acidity of NH bonds in receptor structure. Increasing acidity in the range urea (pKa = 
26.9) < thiourea (pKa = 21.0) < alkylguanidinium (pKa  14) led to increase of the association 
constant for the complexes of carboxylates and mono - and bidentate ligands 69-71 
[Gunnlaugsson et al. 2005].  

Substitution of butyl radical at nitrogen atoms by glucopyranose fragment in 72 led to 
dramatical decrease in the stability constant of 1:1 complexes with glutarate in CDCl3. 
Probably this could be related to lower lipophilicity of 72 (391 M-1) [Benito et al. 2001]. 
Introduction of two additional binding fragments of thiourea (compound 73) resulted in 
effective binding of glutarate (Kas > 106 M-1) coordinated in pseudo cavity of a receptor. 
Replacement of meta-methylene bridge in 70 by anthracene fragment made it possible to use 
the receptor 74 as fluorescent molecular sensor for malonate [Gunnlaugsson et al. 2005].  

Host molecules obtaining by modification of aminochromenone 75 were used as receptor 
of carboxylate group [Raposo et al. 1994]. Ligands containing symmetric fragments of urea 
76 and sulfurylamides 77 can form four hydrogen bonds with carboxylate substrates.  

The receptor with high effective molecular recognition of carboxylates of α-heterocyclic 
and α-keto acids was prepared by introduction of hydroxamic function in a neutral receptor 
with bis-chromenylurea fragments. This resulted in improved complexation of the host with 
the guests mentioned due to formation of the fifth hydrogen bond in the complexes between 
the OH donor of the host and the α-heteroatom acceptor of the guest molecules [De la Torre 
et al. 2001]. 
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Figure 6. The structure of compounds 66-78.  

 
Two binaphthyl crown receptors containing phenylboronic acid 79 and 2,4-

dinitrophenylurea 80 as bridges were synthesized from the optically active binaphthyl crown 
alcohol [Tsubaki et al. 2003] (Figure 7). Receptor 79 selectively extracted γ-aminobutyric 
acid among other amino acids H2N-(CH2)n-COOH (n = 1-6). Contrary to the other hosts 
specific for γ-amino acids, the compound 80 is more effective for -aminohexanoic acid 
extraction.  

For the complex of 80 and tert-butylammonium valerate it was established there are not 
only H-binding between urea fragment of the host and carboxylate group of the guest, but 
also interaction of ammonium groups with a crown ether ring in the complex 81. 

Application of monosubstituted boronic acid for zwitterionic form for binding and 
recognition realized by the formation of three-component complex has been described [Reetz 
et al. 1994]. Arylboronic acid and proton-accepting host were used as receptors for 
ammonium and carboxylate group, respectively. The model proposed in [Jeonget al. 1996] 
was realized in 83-85 with crown ethers as donor groups. The use of crown ether modified 
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phenylboronic acid 83 decreased relative transport rates in comparison both with 
phenylboronic acid and 18-crown-6 probably due to steric limitations.  
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Figure 7. The structure of compounds 79-94.  

Proton exchange in one of the macrocycle methylene groups on the arylboronic residue 
(receptors 84 and 85) resulted in increasing rate of phenylalanine transfer in comparison with 
initial crown-ethers. In case of the receptor 84 and the mixture of 15-crown-5 and 
phenylboronic acid, transport rate of substrate was found to be the same. Thus, the compound 
85 appeared the most effective carrier for amino acids.  

A novel macrobicycle 86 featuring a thiourea was prepared as a receptor for carboxylate 
according to the model presented on the scheme 87 [Pernia et al. 1995]. A novel 
macrobicycle 86 with a thiourea fragment was synthesized as receptor for carboxylate in 
accordance with the model 87 [Pernia et al. 1995]. Investigation of the binding with the 
receptor 86 was carried out using 1H NMR with various N-acylated -amino acids taken as 
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tetrabutylammonium salts. It was shown, that the compound 86 was an effective receptor and 
that binding via carboxylate-thiourea interaction dominated. The glycine derivative is 
bounded most strongly, but it was less effective for derivatives of alanine, phenylalanine, 
asparagine, histidine and glutamine. This assumes that the side chain of amino acids is less 
important, presumably due to steric reasons. 

 
Table 4. Stability constants (Kas ± 10%, M

-1
) of receptor complexes 88-93 with 

carboxylates (DMSO-d6, 297 K) [Goodnow T.T. et al. 1991; Oton et al. 2007] 

 
Receptor Carboxylate Kas (M-1) Receptor Carboxylate Kas (M-1) 

91 (X=H) 

glutarate 1430 88 (X=NO2) 

adipinate 

21800 
adamantane 1,3-
dicaroxylate 2580 

89 (X=CO2Et) 6840 
90 (X=Cl) 2360 

isophtalate 920 91 (X=H) 1710 

adipinate 1710 
92 (X=OMe) 1400 
93 (X=NMe2) 510 

 
New dicarboxylic acid was synthesized from 1,5-dichloroanthraquinone and modified to 

ditopic receptors 88-93 for binding of dicarboxylate salts by multiple hydrogen bonds [Jeong 
et al. 1996]. The stability constants of the complexes with various dicarboxylates have been 
quantified in DMSO-d6 (Table 4). The derivative with -NHC(O)NH(4-C6H4-NO2) fragment 
was found to be most effective receptor for adipinate. The efficiency of binding by host 91 
increased in the following range of dicarboxylate range: isophtalate < glutarate <adamantane-
1,3- dicarboxylate. This was explained [Poh et al. 1994] first by conformational rigidity of 
adamantane-1,3-dicarboxylate, and, second, by lower basicity of isophtalate in comparison 
with glutarate. On example of a series of p-substituted bis-phenylureas 88-93, the dependence 
of the stability constants on electron accepting effect of the substitutient in para-position of 
phenyl ring was found. The stability constant value for adipate was increased by 40 times 
from 88 with urea at nitrogroups to 93 with N, N-dimethylaminogroups. Both compounds 
mentioned form equal number of H-bonds with dicarboxylate.  

Importance of additional π-π interactions in binding of zwitterionic amino acids by the 
receptor 94 was shown [Hernandez et al. 2003]. This receptor most effectively extracted the 
aromatic amino acids, e.g., phenylalanine and tryptophan, unlike others lipophilic amino acids 
(leucine or valine). Glycine with its small size well corresponded to a receptor cavity makes 
an exception. Others hydrophilic amino acids (serine, asparagine, tyrosine) do not extract by 
given receptor. 

 
 

2.5. RECEPTORS CONTAINING AMIDE GROUP 
 
Compounds 95 and 96 contain conformationally rigid (cyclic) sin-amide fragments, 

providing effective interaction with carboxylic group of a guest (Figure 8). Receptor 95 binds 
more effectively malonic acid and receptor 96 aromatic acids, e.g., p-ethoxybenzoic acid [Poh 
et al. 1994].  

Introduction of additional amide group in receptor 98 with formation of 1-tetralone 
derivative made it possible to bind benzoic acid [Moore et al. 2001]. The appropriate 
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association constant was found to be 80 M−1 for 97 and 200 M−1 for 98 according to 
1H NMR 

titration.  
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Figure 8. The structure of compounds 95-106.  

Effective receptor based on secondary squaramide base (3,4-diaminocyclobutene-1,2-
dion) for glutarate binding was described [Prohens et al. 1998]. In the receptor, the spatial 
arrangement of the groups participating in formation of H-bonds is similar to that in urea, 
thiourea and guanidine. As was shown, the presence of positively charged group near the 
center of H-bonds increased the stability constants of the complexes formed by 8-10 time.  

New molecular receptors 99-104 with dibenz[c,h]acridine skeleton bearing functional 
groups complementary to malonic acids have been developed [Mussons et al. 1999]. 
Dibutylmalonic acid is more effectively bonded by receptor 102 containing cis-amide groups 
(Kas = 2.8.105 M-1).  

Stability constant of malonic acids/dithiourea complex 103 was four times lower, than 
that with urea 102. According to [Gonzalez-Alvarez et al. 2008], it is caused by S atom in 
thiourea fragment which is weaker acceptor of H-bond than O atom. All the synthesized 
receptors catalyzed decarboxylation of dibutylmalonic acid [Gonzalez-Alvarez et al. 2008].  

Simple one-step strategy for the synthesis of aromatic bridged cystine macrocycles 
(cystinophanes) for the binding of dicarboxylates [(CH2)n(COO-)2, n = 1 – 4] to form the 
complex 105 was described [Ranganathan et al. 1998]. The receptor ability of macrocycle 
was explained by preorganisation of its binding sites consisted of anion sensing amide 
protons required for complexation 105. Obviously, four intramolecular H-bonds between N-
pyridine atoms and amide protons direct N-H groups into the macrocycle cavity. The 
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compound 105 showed maximum affinity (Kas = 3.69 × 102 M-1) and selectivity for glutaric 
acid (n = 3) dianion.  

 
 

2.6. RECEPTOR WITH AMIDOPYRIDINE FRAGMENT 
 
Amidopyridines bind carboxylic group by two H-bonds, i.e. that of hydrogen atoms of 

carboxylic group with N-pyridine and carbonyl of carboxylic acid with amide proton 
(complex 106, Figure 8). It should be mentioned that N atom of a heterocyclic fragment can 
be protonated or form H-bonds with polar solvents. Thus amidopyridines are effective 
commonly in rather low-polar media [Gonzalez-Alvarez et al. 2008; Ghosh et al. 2007].  

Implementation of amidopyridine fragments into the macrocycle structure 107 and 
acyclic compound 108 connected by conformationally rigid para-xylene spacer made it 
possible to realize binding of carboxylic acids [García-Tellado et al. 1990] (Figure 9). The 
macrocycle 107 interacts with ethylmalonic (Kas = 7.3.103 M-1) and diethylmalonic (Kas = 
1.1.103 M-1) acids in CDCl3 with rather low association constants [Geib et al. 1993]. For 
formation of inclusion complex 107, dicarboxylic acid should be in energetically unfavorable 
conformation. The acyclic receptor 108 forms stable complexes with dicarbonic acids in 
CDCl3, the strongest complex was observed in case of adipinic acid (Kas > 105 M-1). 

It was shown, that bis-(2-amidopyridine) 109 with meta-xylene spacer stabilized S-cis-
rotamer of dicarboxylic acids on a proline platform 110, whereas the derivative with 
naphtalene spacer 111 stabilized preferably S-trans-rotamer [Vicent et al. 1991]. 
Complementary of the amidopyridine fragments and dicarboxylic acids was also used to 
design of extended helical and planar ribbon supramolecular assembles [Geib et al. 1993]. 

2-Acrylamido pyridine 112 was shown to be a versatile receptor for a variety of 
carboxylic acid derivatives but it did not bind hydroxyl and amine groups [Steinke et al. 
1999]. 

Monoamidopyridine derivatives with additional amide or urea groups bind both the 
carboxylic acid and amide groups. Thus they are considered as effective receptors for 
acylated amino acids, e.g. N-Ac-Pro-OH. Chiral receptor 113 bound ACE inhibitor captopril 
in CDCl3 with a 2:1 enantioselectivity in favor of (R)-captopril (Kas = 500 M–1) [Vicent et al. 
1992]. The receptor 114 interacts with the maleimide acid 115 (Kas > 4.8 × 103 M-1) in CDCl3 
and accelerates the 1,4-addition of a thiol to the maleimide [Fitzmaurice et al. 2002].  

Ability of amidopyridines to bind carboxylic acids was enhanced by incorporation of 
additional hydrogen bond formed by syn lone pair of the carbonyl oxygen atom in molecular 
clefts, e.g., 116 [Bilz et al. 1997; Goswami et al. 1996]. For R = Ph or 1-napthyl, the 
complexation of aromatic carboxylic acids (e.g. naproxen, phenylacetic acid and hydratropic 
acid) led to upper field shift of the α -H signals in the 1H NMR spectra in CDCl3 (Δδ ≈ 0.28 

ppm). This suggests - stacking interactions.  
Receptor 117 [Hamilton et al. 1993] realizing three-point hydrogen bonding of the amide 

group in guest and nitrogen atom to the pyridine of 2-aminopyridine fragment in the host 
molecule was synthesized. According to IR, 1H and 13C NMR spectroscopy, the efficiency of 
binding of 117 with aliphatic acids was higher than that of 118, meanwhile aromatic acids 
cooperate with 118 more stronger. Such a behavior can be explained by steric hindrance of 
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the formation of third H-bond between N-H bond of host and one of ortho-H atoms at phenyl 
rings of a guest in case of the complex 117. 
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Figure 9. The structure of compounds 107-129.  

Amidopyridines have been incorporated into a number of more complicated macrocyclic 
architectures for binding various carboxylic acid derivatives. For example, receptor 119 was 
synthesized to bind monoanions of various biscarboxylic acids [Flack et al. 1992] using a 
combination of H-bonding interactions and electrostatic association between the carboxylate 
anion and metal cation bonded to crown ether. The mode of binding proposed was supported 
by ROESY experiment and FAB mass spectrometry data. It is important that 119 bound the 
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monocarboxylate salt of maleic acid but not that of fumaric acid which was probably too 
large for the macrocyclic cavity of a host molecule. 

A number of works is devoted to development of acyclic hosts with bisamidopyridine 
fragments [Geib et al. 1993; Steinke et al. 1999; Hamilton et al. 1993, Pant et al. 1988]. Thus, 
ligand 120 incorporates dicarboxylic acids, e.g., adipinic and glutaric acids, using H-bonds. 
The complex structure was confirmed by X-ray analysis [Geib et al. 1993; Steinke et al. 
1999]. Substitution of the amidopyridine groups by urea, thiourea, and guanidine fragments 
led to more effective binding of carboxylates in comparison with carboxylic acids 
[Gunnlaugsson et al. 2005].  

The compound 121 exerted good carrier properties for acetic, citric, succinic, glutaric, 
dimethylglutaric and adipinic acids. The experiments were performed in supported liquid 
membranes. 0.0022 M Receptor was dissolved in a kerosene/dodecanol mixture (10%) [Palet 
et al. 2000]. The use of butyl group instead of methyl one (compound 122) provides transport 
of glutaric, dimethylglutaric and adipinic acid. Other acids were not transferred through the 
liquid membrane. Receptor 123, which bound insoluble tartaric acid in CHCl3, was produced 
by implementation of naphthylpyridine units in the structure 106 [Goswami et al. 1996].  

For the synthesis of pre-organized receptors on the base of bispyrimidine 124-129, 9,9‘-
spirobifluorene, 1,1‘-binaphtyl and hexahelicene [Owens et al. 1993], Troger‘s base receptor 

[Goswami et al. 1997, Goswami et al. 2000], azobenzene [Goswami et al. 1999] were used. 
The receptors form complexes with various dicarboxylic acids, from diethylmalonic to 
pimelic (heptanedioic) acid. Selective binding of various stereoisomers in some cases was 
reached with chiral molecular platforms of the hosts. As for all bis-ligands [Huggins et al. 
2007], stability of the complexes formed depended on complementarity of cooperating 
groups. Conformationally labile compounds incorporate substrate with lower stability 
constants [Tabushi et al. 1977].  

 
 

2.7. METAL-BASED RECEPTORS 
 
In general, there are two possibilities of development of metal-based receptors for 

carboxylic acids and carboxylate anions sensing. The first one is direct coordination of a 
substrate with the metal center in the receptor molecule. This is typical for many natural 
biomacromolecules, e.g., proteins. For example, metalloenzymes can bind anionic substrates 
by three-component complexation: ligand (protein) - central metal cation -anionic guest. 
Second one is the use of metal cations as a template for assembling receptor from the 
fragments containing binding sites [Goel et al. 2007]. 

Metallo-cyclodextrins 130 and 131 illustrate first approach to carboxylate anion 
recognition (Figure 10). They bind cycloalkyl and aromatic carboxylates in buffered media 
(pH = 10) [Tabushi et al. 1977]. Interaction between carboxylate anions and macrocyclic 
receptors [Boiocchi et al. 2007] containing metal cations (M2+  Cu2+, Co2+, Ni2+, Zn2+) was 
shown to be responsible for inclusion of the oxalate dianion into the macrocycle cavity with 
formation of the -bridged structure (complex 132) [Schmidtchen et al. 1997; Martell et al. 
1988]. Logarithm of the complexation constants for oxalate dianion (lgKas) was found to be 
5.59 with Cu2+ and 9.06 for Co2+ cations [Sell et al. 1995].  
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Figure 10. The structure of compounds 130-149.  

Water-soluble cyclophanes with binding sites similar to that of vancomycin interact with 
carboxylate anions and can serve as receptors for the salts of aromatic, aliphatic acids and N-
acylated -amino acids [Hinzen et al. 1996]. 

Coordinating interaction with metal cations, similar to the function of metallo-enzymes, 
is used in molecular recognition of -amino acids [Sell et al. 1995]. As shown [Potvin et al. 
1987; Scrimin et al. 1988], various chelate complexes of Cu (II) with nitrogen-containing 
organic ligands, e.g. 133-142, can be applied for recognition of 2-aminoacetate fragments. 

Achiral (133-136) and optically active (137-142) derivatives of 1,2-diaminoethane were 
synthesized. These receptors were successfully used for simultaneous transport of Cu (II) 



Ivan I. Stoikov, Maria N. Agafonova, Luidmila S. Yakimova et al. 22 

cation and 
-amino acids through the organic phase (CHCl3) from buffer solution (pH=5.5). 

EDTA was added to the receiving phase [Scrimin at al. 1995]. In this case, transport is 
occurred by the formation of tertiary complex 143 consisting of metal cation, lipophilic 
diamine and amino acid. 

It was shown, that the hydrophobic lanthanide complexes with tris-(-diketonates) can 
transfer such -amino acids as valine and leucine through lipophilic membranes from neutral 
aqueous solutions [Tsukube et al. 1996]. Contrary to the complexes of Eu (III), complexes of 
Tb (III), e.g. 144, could bind carboxylates [Gunnlaugsson et al.2002]. The substitution of two 
molecules of water by aromatic carboxylates (e.g., salicylate anion) in the complex of Tb (III) 
144 led to remarkable enhancement of luminescence intensity against Tb (III) [Tsukube et al. 
1996]. The phenomenon can be used for determination of the substrate concentration in 
different solutions. 

Lipophilic amino acids are bonded by modified rhodium porphyrinate 145 in chloroform. 
The reaction involves coordinative interaction of the cation with the amino group and the 
hydrogen-bonding interaction between hydroxyl group of receptor and the carboxyl fragment 
of an -amino acid [Redman et al. 1997]. Similar type of receptor based on modified zinc 
porphyrinate 146 with proton-donor groups in the side chains, was also used as a receptor for 
-amino acid derivatives [Tsukube et al. 1996]. Most effective three-point interaction with 
dimethyl ester of aspartic acid is realized by two hydrogen bonds between the ester fragments 
of a guest and the hydroxyl groups of a host, as well as by coordination of the interaction 
between zinc cations and the amino group.  

Chiral host-guest recognition was applied for the determination of absolute configuration 
of carboxylic acids with α-stereogenic center [Proni et al. 2002]. It was proved by IR 
spectroscopy, that complexation between receptor and carboxylic acid was guided by 
coordination of amide carbonyl and zinc ion C = O → Zn. The value of the stability constant 

of the complex of porphyrine ―tweezers‖ 147, carrier 148 and L-tartaric acid with α-
stereogenic center was determined (4.65∙10

5 M-1). Although the O-nucleophiles are weaker 
axial ligands for Zn-porphyrins in comparison with N-nucleophiles, it was shown that the 
coordination between the neutral amide groups and metal cations take place on an oxygen 
atom [Potvin et al. 1987].  

Metal-based molecular receptor 149 on 16-mer macrocyclic platform contained Ni(II) 
and two cyclic tetraaminoethylene fragments were synthesized. This compound was 
suggested for recognition of dicarboxylic acids [Kryatova et al. 2002]. The receptor in saddle 
conformation participates in two-point recognition of bifunctional substrates. It was 
demonstrated by NMR titration in DMSO-d6 that this compound could interact with 
dicarboxylic acids with maximal selectivity for cis-1,2-dicarboxylates, e.g., malonate, maleate 
and orthophthalate (stability constants from 10 to 104 M-1) 

The use of a metal cation as a matrix (template) for self-assembly of receptor fragments 
containing the binding sites is another interesting approach to design of metal-based receptors 
for carboxylic acids and carboxylate anions. It was applied for the synthesis of the receptors 
150-152 [Potvinet al. 1987; Scrimin et al. 1988] (Figure 11). Assembling catechol molecules 
with thiourea and amidopyridine units around the central ion of the transition metal led to the 
formation of symmetric complexes able to efficient binding of dicarboxylates C4-C7 (lgKas 
5.7-6.9). Conformational mobility of the receptor leads probably to low selectivity of 
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interaction. Receptor 151 showed selectivity to C4-C5 acids, whereas more flexible receptor 
152 preferably bonded C7-C8 acid. 
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Figure 11. The structure of compounds 150-156.  

Also, the bipyridine ruthenium complex 153 (Watanabe et al. 2000) exhibited 
pronounced efficiency but weak selectivity toward aromatic and aliphatic carboxylates and 
dicarboxylates (Kas > 104 M, UV, NMR, DMSO-d6). Two-handed podand based on bipyridine 
rhenium (I) complex 154 with two amido and two crown ether moieties demonstrated 
allosterically controlled complexation of acetate anion. This molecule formed sandwich 
complex coordinated by potassium cation which could bind acetate [Uppadine et al. 2001]. 

As indicated by 1H NMR spectroscopy, cyclic complex 155 can realize molecular 
recognition of aromatic amino acids in aqueous solutions (pH=7) [Chen et al. 1995; Chen et 
al. 1996]. Complex 155 can bind in neutral aqueous phase only lipophilic amino acids with 
aromatic fragments, e.g., L-tryptophan and L-phenylalanine [Takeuchi et al. 1998]. The study 
of organometallic complexes of receptors with aromatic and aliphatic acids in the gas phase 
by mass spectroscopy showed that non-covalent - interaction were the most important for 
complexation.  
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Strong positive cooperative effect (Hill coefficient 4) was detected for complexation of 
four molecules of dicarboxylic acids with receptor based on the bis[tetrakis(4-
pyridyl)porphyrinate] Ce(IV) 156 [Takeuchi et al. 1998]. The cooperative effect is related to 
suppression of rotation of porphyrin rings of receptor against each other after the binding of 
the first guest molecule. 

 
 

2.8. RECEPTORS BASED ON CYCLODEXTRINS AND CALIXARENES 
 
The compounds with large intramolecular cavity [Asfari et al. 2001] are very promising 

receptors interesting for potential use in living systems [Durmaz et al. 2007; Sun et al. 2007]. 
Meanwhile selective interaction of functionalized crown ethers and calixarenes with cations 
have been widely studied for almost five decades, the application of cyclophane based 
receptors for carboxylate anions and carboxylic acids recognition become of special interest 
rather recently. Such compounds can also be successfully used as building blocks and 
molecular scaffold in the construction of more sophisticated supramolecular systems. This 
review is focused on recent developments in the design and synthesis of calixarene-based 
carboxylate anions and carboxylic acids receptors.  

Highly specific binding of the substrates with hydrophobic centers of enzymes in water 
can be modeled by lipophilic cyclodextrin cavity 157 (cyclic -glucose oligomers), framed by 
array of hydrophilic hydroxyl groups [Clark et al. 2006; Yuan et al. 2006] (Figure 12). The 
complexation between carboxylic acids, e.g., benzoic, 4-methylbenzoic, R-phenylpropionic, 
S-2-phenylpropionic acids and their conjugated bases with -cyclodextrin and methylated - 
and -cyclodextrins was investigated by potentiometric titration (Hendrickson et al. 1995). 
The interaction of 4-methylbenzoic acid with hexakis(2,3,6-tri-O-methyl)--cyclodextrin is 
most successful example.  

Receptor molecules based on crown ethers were proposed for recognition of the 
substrates with ammonium fragments (Kas=4.3-4.7). Similar receptors are used for interaction 
with lysine containing sites of small peptides [Späth and König 2010]. Modified -
cyclodextrin 158 was prepared and used for the binding of tryptophan (pH=9.8) [Tabushi et 
al. 1986]. 

Thermodynamic characteristics (Kas, ∆H°, ∆S°) of the complexes of various amino acids 
and compounds 159 and 160 at 1:1 stoichiometry were quantified [Liu et al. 1997] by UV–vis 
titration in buffer (pH=7.2) at 25.0-40.0°C. The highest values of stability constants were 
obtained in the case of compound 160 with glutamic and aspartic acid (Kas 4.17 and 4.04, 
respectively). It is interesting that cyclodextrin 160 with positively charged groups showed 
rather weak complexation contrary to 159. Probably, this is due to electrostatic interaction. 
Meanwhile, the compound 160 is more enantioselective receptor (L/D=2.1 for valine and 1.8 
for serine). Thus, it can be concluded that molecular flexibility and geometric 
complementarity play significant role in chiral recognition of amino acids by the receptors.  

Calix[4]resorcinarenes are first examples of calixarenes applied for recognition of 
carboxylic acids. Choline, acetylcholine, carnithine and salts of the aromatic amines 
(dopamine, ephedrine, norephedrine, adrenaline and noradrenaline) were used as guests for 
resorcinarenes [Späth and König 2010]. Calix[4]resorcinarene 161 functionalized with 
hydrophobic hydrocarbon chains at the lower rim and exhibited selective binding of glutaric 
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acid in chloroform is another interesting example of receptor design. Macrocycle 161 is 
capable of two-point hydrogen bonding of guest molecules [Tanaka et al. 1990]. 
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Figure 12. The structure of compounds 157-176.  

The complex structure has been confirmed by 13C NMR, two-dimensional 1H-13C, 1H-1H 
COSY and 1H-1H NOESY spectra. In IR spectrum of the complex in CCl4 the valence 
vibration stretch band νCO at 1725 cm-1 was observed. It indicates carboxyl groups linked by 
hydrogen bonding. Complexation was not observed in polar solvents destroying hydrogen 
bonds, e.g., deutero acetone and the mixture CDCl3/CD3OD (9:1). The stability constant for 
161 with the glutaric acid was higher by two orders of magnitude that those of pimelic, 
malonic, valeric acids and monomethyl ester of glutaric acid. Based on the relationships of 
the energy of complexes ∆G° 161/162 < 2∆G° 161/163 or 2∆G° 161/164, the authors 
supposed that an ideal two-point interaction was more efficient than two independent single-
point interactions. 

Complexation of dicarboxylates with tetrakis(phenylimidine) salt 165 based on 
calix[4]resorcinarene was studied by Sebo research group [Sebo et al. 2000]. 1H NMR 
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titration gave the stoichiometry 1:2 for the complex of ammonium 5-nitrosophthalate in 
methanol and water. The interaction of substrate with the upper rim of cavitand in methanol is 
realized. However, one of the two isophthalate molecules is coordinated in water in such a 
manner that hydrophobic aromatic ring is included into the receptor cavity [Casnati et al. 
1996].  

Further investigations demonstrated that design of the molecules able to bind carboxylic 
acids require two- or three-point interactions. In subsequent investigations, calix[4]arenes 
distributed at the lower rim were synthesized and examined. Membrane extraction and UV 
spectroscopy proved complexation of a wide range of amino and carboxylic acids by the 
receptors obtained [Antipin et al. 2001; Stoikov et al. 2004]. Their investigations made it 
possible to propose two models of molecular recognition of dicarboxylic, α-hydroxy, and α-
amino acids by 1,3-disubstituted calix[4]arenes.  

The schemes proposed mainly differ in orientation of a substrate against a host molecule, 
namely, i.e., ―docking‖ and ―tweezers‖ type orientation. In first model, an acid is recognized 
simultaneously by the phenolic hydroxyls of the macrocycle and functional groups of the 
lateral substituents (R). In the second scheme, the R substituents at the lower rim of 
calix[4]arene function as ―tweezers‖ or a two-handed podand performing the ditopic 
interaction of the host binding site with both functions of a guest. Binding of the first or 
second type is mainly determined by the size and strength of acids.  

As demonstrated by UV and 1H NMR spectroscopy, chiral calix[4]arenes 176 can 
effectively bind hydrochlorides of -amino acids esters and their Z-carboxylates (Z = 
PhCH2OCO-) [Okada et al. 1995]. These compounds have similar efficiency and selectivity 
in transport of substrates through dichloromethane membrane containing receptors 176. The 
hydrochlorides of -amino acid esters are transported more slowly than their Z-carboxylates, 
whereas the latter ones are extracted weaker. The authors suppose that transport is limited in 
this case by re-extraction. Enantioselectivity of membrane transport induced by macrocycles 
176 increases in the range 176a176d176b176c . Macrocycles 176b-176d are more 
efficient in extraction of L-isomers of ―guests‖ with the enantiomeric excess from 11.0 to 

73.1%. 
Upper rim substituted calix[4]arenes with one (177a, 177b) or two (178a, 178b) urea and 

thiourea units fixed by four propoxy-groups in cone conformation were synthesized (Figure 
13). Receptors 177a and 177b formed stabile complexes with aromatic carboxylate anions, 
e.g. benzoate (Kas = 118 and 170 M-1, respectively) and propionate anions (Kas = 128 and 339 
M-1). Complexation can be explained by hydrogen bonding and / or CH3/ host-guest 
interactions. The compound 178a efficiently interacted with acetate anion with formation of 
four hydrogen bonds between the substrate and the two urea groups (Kas = 2.2.103 M-1) 
[Casnati et al. 1996].  

The NMR and mass spectroscopy confirmed that p-tert-butylcalix[6]arenes 179a and 
179b symmetrically functionalized in 1,3,5-positions at the lower rim by three butylurea and 
butylthiourea fragments, could successfully bind various anions, e.g., 1,3,5 -, 1,2,4- and 1,2,3-
benzenetricarboxylates [Scheerder et al. 1995] (Figure 13). It was found that the receptor 
179a formed more stable complexes with 1,2,4- and 1,2,3-benzeneltricarboxylate anions (Kas 
= 2.3.104 and 4.7.104 M-1, respectively) whereas the compound 179b bonded more effectively 
1,3,5-three substituted guest with Kas = 2.9.105 M-1.  
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Figure 13. The structure of compounds 177-185.  

Heterotopic receptors on calixarene platform 180 and 181 are able to dissolve sodium 
salts of monocarboxylic acids in chloroform [Pelizzi et al. 1998]. Four amide groups at the 
lower rim can bind the cation, while the interaction with the anion is realized by one urea or 
thiourea groups at the upper rim of the macrocycle. Contrary to 181, the affinity of 180 to 
anion depends from on the binding of the sodium cation. Probably this could be due to 
conformational changes of a host during the encapsulation of cation by substituents at the 
lower rim of calix[4]arene. In the case of thiourea group (compound 180) directly attached to 
the macrocycle, significant enhancement of anion binding was shown.  

Interaction of receptors 182a and 182b containing two L-alanine and phtaloyl fragments 
or 2,6-diacyl pyridinic bridge at the upper rim of calix[4]arene in cone conformation with the 
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carboxylate anions is realized because of amide NH-groups serving as hydrogen bond donors 
[Sansone et al. 2002]. For all corresponding carboxylic acids, no evidences of such 
interactions were obtained from 1H NMR spectra. The receptor 182b showed the ability to 
selectively and effectively bind carboxylate anions in such donor solvent as acetone (Kas 

10500, 40100 and 33300 M-1 for acetate, benzoate and p- methoxybenzoate, respectively). 
According to the authors, this macrocycle could preferentially bind amino acids containing 
phenyl substituent because of cooperative stabilization of the complex by stacking 
interactions of the aromatic ring of guest and pyridinic or phenolic fragment of a host. 
Although both ligand (182a and 182b) are chiral, minor preference of d-stereoisomers of 
guests was observed only in some cases.  

It was demonstrating by UV spectroscopy that the calix[4](aza)crown ethers with L-
valine fragments 183 can interact with D- and L-tartaric acid. Complexation could be based 
on hydrogen bonds and OH-π interactions [He et al. 2002]. As defined by 1H NMR titration, 
the receptor 183 formed complexes of 1:1 stoichiometry with D-and L-forms of guest 
(stability constants equal to (9.83 ± 0.43) 103 M-1 and (5.04 ± 0.28) 103 M-1, respectively). 

In another case, complexation between calixarene 184 and acetate anion in acetonitrile 
was studied [Jeong et al.1999]. The addition of acetate or other inorganic anions, the 
intramolecular hydrogen bond between oxygen atom of quinone fragment and the proton of 
calixarene hydroxyl groups was broken. Also, blue shift in the absorption bands of UV 
spectrum was observed. The shift depended on the basicity of anions (CH3COO- > H2PO4

- > 
Cl- >Br-> HSO4

- > I- > ClO4
-). Calix[4]arene 185 with two cobaltocenium fragments at the 

upper rim was proposed as receptor for various anions, e.g. adipinic acid dianion [Beer 1996].  
The comparison of calix[4]diquinone containing receptors 186 and 187 with the 

calix[4]arene receptors 188 and 189 has shown that the first compounds bounded acetate 
anion more strongly (Kas 9990 and 1790 M-1 for 186 and 187; 4060 and 760 M-1 for 188 and 
189, respectively) [Beer et al. 1999] (Figure 14). Moreover, electrostatic interaction played 
important role in this case. Uncharged complex Re (I) gave less stable complexes with anions 
than charged ruthenium-containing analogs.  

In general, nature of macrocyclic platform substituents is one of the most important 
factors for complexation. The introduction of additional functional group or replacement of 
existed one can lead to dramatic changes in receptor properties of synthetic molecules. Thus, 
in this work, the molecular design of the receptor structures was performed for the 
recognition of biologically significant acids. For this purpose, p-tert-butyl calix[4]arenes 190–

197 substituted at the lower rim were synthesized and their ability to efficient and selective 
transport of dicarboxylic, amino and α-hydroxy acids through a lipophilic membrane was 
investigated. 

For the investigation of the transport characteristics, nature of substituents at the lower 
rim of calixarene macrocycle and the acidity of phenolic protons were varied in compounds 
190–197. The relationships established in the experiments made it possible to directionally 
alter the receptor characteristics by variation of the substituents. Thus, introduction of nitro 
groups at the upper rim of calix[4]arene resulted in novel synthetic receptor for glutamic acid 
[Stoikov et al. 2009]. 

Charged sulfur-containing groups are also actively used in design of receptors for amino 
acids. The transport of tryptophan and phenylalanine from the acidic to the alkaline media 
against their concentration gradient was performed by negatively charged dinonyl sulfonate 
[Behr et al. 1973]. 
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Figure 14. The structure of compounds 186-210.  

The mass transfer of -amino acids, e.g., arginine and histidine, from aqueous phase 
(pH=3) through chloroform membrane with di(2-ethylhexyl)sulfosuccinate in the receiving 
phase (pH=10) was described [Takeshima et al 1994]. The attempt to transport guests with 
nonionic units in the side chain, e.g. leucine, tryptophan and phenylalanine, in these 
conditions was unsuccessful. The acids are able to be transferred in cationic form at pH=1 in 
giving phase. 

Also it was shown that calix[4]arene with sulfonate groups can bind basic amino acids, 
e.g., arginine and lysine (pH = 5) by strong electrostatic interactions (Späth, König 2010). 
Separation of the mixture of 15 amino acids was achieved on the column containing p-H-37-
(2-carboxymethyloxy)calix[6]arene 198a and p-sulfonato-37-(2-carboxy-
methyloxy)calix[6]arene 198b [Kalchenko et al.2002]. More polar sulfonatocalix[6]arene 
binds amino acids worse than calix[6]arene 198a. With the increase of the side-chain length 
of aliphatic amino acids, the decrease of stability constant was observed. The authors 
explained this fact by steric reasons. The highest stability constants (6585 M-1 and 4091 the 
M-1 for compounds 198a and 198b, correspondingly) for asparagine, the only amino acid with 
carboxyl group in the side chain, were found. The pKa value of carboxyl group in the side 
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chain of this acid is equal 3.65. This additionally stabilizes the complex due to formation of 
carboxylic acid dimer linked by two hydrogen bonds. 

A series of water-soluble p-sulfonato derivates of calix[n]arenes 199-210 was synthesized 
as receptors for α-amino acids [Silva et al. 2003]. Complexation ability for these compounds 
with the 11 α-amino acids at pH=8 was studied by 1H NMR titration. The presence of 
substitutes at the lower rim of calixarenes has a major influence for values of binding constant 
(from Kas=17 M-1 for complex 203 with glycine to Kas=10083 M-1 for complex 207 with 
arginine). Cationic amino acids lysine and arginine strongly associated with all the 
derivatives, while the interaction between other acids and compounds 199-210 depended on 
the nature of substrate side chain.  

Organophosphorous compounds provide other prospects in design of receptors and 
carriers for carboxylic acids or their derivatives. Thus, the compounds based on α-amino 
phosphonates 211-219 were successfully used as carriers of α-hydroxy-, carboxylic and 
dicarboxylic acids through liquid lipophilic membrane [Stoikov et al. 2004] (Figure 15). Such 
receptors realize molecular recognition of oxalic acid among other structurally similar 
substrates. The stoichiometry of 2:1 was determined by isomolar series method in methanol. 
The efficiency and selectivity of molecular recognition of the substrates depended on the 
lipophilicity of receptor molecules and nature of the substituents at the α-C atom.  

Implementation of similar fragments at the upper or lower rim of the macrocyclic 
platform can provide effective binding of acids, peptides, biogenic amines and some other 
molecules [Späth, König 2010]. Membrane transport of a number of hydroxy-, and carboxylic 
acids was performed with tri-n-octylphosphine oxide as carrier [Syen et al. 1994; Juang et al. 
1997]. The effective extraction of lipophilic -amino acids, e.g., phenylalanine, leucine, 
isoleucine and valine, from acidic phase was realized by trialkyl phosphites [Thien et al. 
1988]. 

Calix[4]arene 220 tetrasubstituted at the upper rim by phosphonate groups showed 
complexation ability toward some amino acids. The following values of the binding constants 
were obtained in methanol: 7.9 ×102 M-1 for Ac-Lys-OMe (Lys, Kas = 3 ×103 M-1) and 1.9 
×104 M-1 for Ts-Arg-OMe (Arg, Kas = 7.9 × 102 M-1) [Späth, König 2010].  

Receptors for 2,4-dichlorophenoxyacetic acid based on calixarenes substituted at the 
upper rim by phosphonic acid fragments were synthesized [Kalchenko et al. 2003]. A key role 
of hydrophobic effects was proposed for complexation of 2,4-dichlorophenoxyacetic acid 
with calixarenes 221-223. However, these effects are suppressed due to electrostatic repulsion 
exerted in water by partially dissociated carboxyl group of a guest and dihydroxyphosphoryl 
group of a host. The authors explained more higher value of the stability constants obtained 
for 2,4- dichlorophenoxyacetic acid with bis- aminophosphonic acids 223 (5077 M-1) against 
diacid 221 by larger volume of calixarene 223 molecular cavity which contained two 
phosphoryl-N-tolyl aminomethyl derivatives at the upper rim of the macrocycle. 

As indicated by 1H NMR spectroscopy (DMSO-d6), p-tert-butylcalix[4]arenes 222 and 
223 1,3-disubstituted at lower rim with trifluoroacetyl benzyl fragment are more selective in 
binding acetate anion than halogenide and HSO4

- anions. The values of stability constants 
were 1200 and 5800 M-1, respectively [Whang et al. 2003]. The consideration of the 
magnitude of the shifts of receptor proton signals with acetate anion addition concluded that 
the acetate anion was bonded by trifluoroacetyl groups. 

Replacement of substituents methylene groups by the carbonyl units (226 and 227) led to 
the disappearance of their ability to bind acetate anion because of the loss of complementarity 
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of the binding center. The absence of volume tert-butyl groups at the upper rim of the 
macrocycles (224 and 226) has negative effect on the binding ability of the receptor. Similar 
data were obtained for the binding of alkali cations by calix[4]arenes containing ester 
fragments at the lower rim [Arnaud-Neu et al. 1989]. 
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Figure 15. The structure of compounds 211-232.  

Compound 228 based on calix [4] arene tetrasubstituted by urea fragments in 1,3-

alternate conformation was synthesized and showed strongly negative allosteric effect 
[Budka et al. 2001]. Conformational changes caused by the binding of the first guest molecule 
made impossible binding of the second molecule by substituents placed on the opposite side 
of the macrocyclic platform. As determined by 1H NMR titration, the values of stability 
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constants of the complexes with acetate and benzoate anions were Kas = 2100 and 1800 M-1, 
correspondingly. Most effective interaction was observed for benzoate anion and 
calix[4]arene 1,3-disubstituted at the upper rim. This could be due to possible inclusion of 
―guest‖ benzene ring in the cavity of the macrocycle. Substitution of urea units by amide 
groups in the compound 228 led to losses of complexation ability toward carboxylate anions. 

As mentioned above, amidopyridine fragments can also serve as binding sites of the 
acids. For this reason, these functional groups are interesting for modeling of the receptor 
structures based on macrocyclic compounds. Positioned at the upper or lower rim of 
macrocycle, they determine receptor ability of calixarenes. Thus, the structures 229 and 230 
functionalized with amidopyridine groups at the upper rim were synthesized as receptors for 
dicarboxylic acids [Miyaji et al. 2002]. Their complexation with a number of aliphatic and 
aromatic dicarboxylic acids was studied by 1H NMR. The authors concluded that the binding 
ability of aliphatic diacid was mainly dependent on the length of hydrocarbon chain in the 
substrate (complexes 231, 232). For example, the highest value of binding constant (Kas 3000 
M-1, DMSO-d6/CDCl3) of the complex of 231 with dodecane dicarboxylic acid was observed. 
Meanwhile the acidity of substrate is mainly important for the stability of the complexes with 
aromatic acids. Thus, no π-π interactions between aromatic parts of acid and phenyl 
fragments of calixarene ring are possible for aromatic acids interacting with compound 230. 
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Figure 16. The structure of compounds 233-253.  
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Also, a series of new p-tert-butyl thiacalix[4]arenes with o-, m-, p-amido and o-, m-, p-
(amidomethyl)pyridine substituents at the lower rim in cone, partial cone, and 1,3-alternate 
conformations 233-249 were synthesized (Figure 16).  

Their complexation with α-hydroxy (glycolic, tartaric) and dicarboxylic (oxalic, malonic, 
succinic, fumaric, and maleic) acids was investigated by UV–vis spectroscopy. The receptors 
demonstrated high ability to recognize the substrates studied. The efficiency and selectivity of 
interaction, the association constants lgKas (102 to 107 M-1) and the stoichiometry 1:1 were 
determined for the complexes of calix[4]arenes with the acids.  

The receptors based on p-tert-butyl thiacalix[4]arenes with (amidomethyl)pyridine 
substitutes 235-237, 241-243, 247-249 are most efficient in complexation in many cases. It 
was shown that the complexation ability of the receptors crucially depends not only on the 
substituents and bridge fragments, but also on the size and configuration of calix[4]arene 
macrocycle [Stoikov et al. 2010]. 

The bismacrocyclic receptors 250-253 which selectively bind benzoate anion by one or 
two bridging urea fragments at the upper rim of calixarene were obtained [Stastny et al. 
2002]. These compounds have pre-organized cavity able to bind anions. Stability constants of 
the complexes with benzoate anion (CDCl3/DMSO-d6, 4:1) varied in the range 252 > 251 > 
250 (1280, 734 and 43 M-1, correspondingly). Bis-calixarene 253 with amide units did not 
bind benzoate anion.  

 
 

CONCLUSION 
 
This review has highlighted the contribution of artificial receptor molecules in the 

chemistry of carboxylic acids and carboxylate anions sensing. Using numerous recent 
examples, we have demonstrated that synthetic receptors represent a very promising family of 
molecules with many potential applications in supramolecular chemistry, including molecular 
recognition. All the receptor molecules considered are very promising and can be combined 
with each other. This offers opportunities in development of new receptors with unusual 
properties. Because of their unique topology, properties, ability for pre-organization, 
conformational behavior, the employment of such molecules as building blocks/molecular 
scaffolds in design of novel selective receptros toward carboxylic acid and carboxylate anion 
seems to be very interesting. The topic reviewed here indicates some novel possibilities 
arising from the combination of the molecule skeleton with functional groups/moieties 
designed for complexation. It is evident that continuing progress in the chemistry of artificial 
receptors and related molecules could bring many fascinating discoveries in the near future, 
with many possible applications in the field of medicine, industry, for synthesis of nanoscale 
architectures and development of sensors. 
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ABSTRACT 
 

Molecular imprinted polymers (MIPs) have been studied for a few decades. They 
enable the specific recognition of the molecule for which they have been prepared. They 
have been thoroughly studied in organic solvents and this showed that a good recognition 
was observed only when a crosslinking ratio above 70% was used. In this case, however, 
the capacity of the MIP was limited owing to a poor accessibility of the imprinted 
cavities. In the ongoing research on this subject, many teams assess the possibility of 
controlling the recognition process and that of using the MIPs in aqueous systems. We 
present here our experience in liquid crystal MIPs as tunable systems and hydrogel-MIPs 
for the recognition of proteins.  
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In the first case, the MIP is composed of a liquid crystal elastomer which is built 
around the template. The difference from regular MIPs lies in the percentage of 
crosslinker agent, which is in the 5-10% range. This low range becomes possible owing 
to replacing a large part of the chemical crosslinking by a physical one, coming from the 
interactions between liquid crystal moieties attached to the material. This brings up a 
recognition ability similar to the regular MIPs, but with an increased accessibility to the 
cavities. Thus, the mass capacity of this LC-MIP is tremendously increased. Furthermore, 
since liquid crystal elastomers exhibit an organized/disorganized transition temperature 
and have a shape memory capacity, the LC-MIP can be controlled with external 
parameters, such as temperature or solvents. By this method, different types of materials 
have been examined and are presented here: MIPs able to specifically interact with an 
enantiomer, catalytic MIPs acting as artificial enzymes or MIPs able to interact with 
pesticides. 

The second part of the manuscript describes the state of the art as well as our 
preliminary experiments aiming at developing MIPs made of hydrogels which will be 
able to selectively recognize a protein in solution. The goal is to fix the hydrogel MIP to a 
detection device for a future application in diagnostics. Due to this, a severe constraint 
exists for process: temperature and pH limits, process in less than 30minutes, porosity 
slightly lower than the size of the protein. Indeed, since proteins are large molecules, 
recognition at the surface of the MIP is sought. Several monomer formulations have been 
studied and the technological problems have been examined.  
 
 

INTRODUCTION 
 
The molecular imprinting technique aims at mimicking the molecular recognition that 

exists in biological systems such as enzymes. This recognition is obtained in a synthetic 
material by creating cavities that are specific in shape, size and functionalities to the target 
molecule to be recognized. The creation of these specific cavities most often relies on three 
major steps (figure 1).  

 

 

Figure 1. Molecular imprinting technique. 

The first step consists in the pre-organisation phase, the template being complexed to an 
adequate molecule bearing polymerizable entities. Introduction of specific chemical groups in 
the molecular imprinted polymer (MIP) structure plays an important role in the recognition 
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process by functional affinities. Subsequently, polymerization and crosslinking are triggered 
to fix the material around the template. In a third step, the template is removed by washing 
steps. By this way, the material presents cavities that are complementary in shape and size to 
the template. Compared to enzymes, they are more robust and cheaper to produce. However, 
their main drawback remains lesser selectivities and specificities.  

MIPs have been studied for a few decades and find their main applications in separation 
science, such as solid phase extraction (SPE) [1-3]. The stability and the possibility of using 
molecular imprinted materials in different environments have broadened their potential 
applications from separation to sensing [1,2,4] and catalysis. Also, a large variety of 
templating molecules has been studied such as pharmaceuticals [5-8] and pesticides [9-14]. If 
the chosen template is of biological importance, this class of molecular imprinted materials 
can be assessed as antibody analogues. Thus, drugs like theophylline (bronchodilator) or 
diazepam (tranquillizer) have been quantified in human serum using molecular imprinted 
polymers with results comparable to those obtained by a well established immunoassay 
method [15,16]. 

Compared to alternative techniques (involving biomolecules, abzymes, etc.), the 
molecular imprinting technique exhibits several advantages: low cost, effectiveness, 
mechanical, thermal and chemical stability of the support and long lifetime. 

MIPs have been initially developed for recognition of small molecules, mainly in organic 
solvents. In such conditions, there is a strong need for a large amount of crosslinking agent, 
usually around 80 to 90mol%, to restrict distortion phenomena of the polymer backbones. 
This quantity is mandatory in order to obtain good recognition properties because the number 
of interacting sites between the template and the MIP is limited. Since the molecule is small, 
the interacting sites have to be precisely located in space. To achieve this, in regular MIPs, 
crosslinking is obtained through chemical bonds, which results in rigid networks. This leads 
to the desired recognition but limits template extraction and reinsertion, due to a poor 
accessibility.  

In order to overcome this problem, several solutions have been proposed in the literature, 
including the synthesis of molecularly imprinted polymers as beads and films of fine-tuned 
porosity [17,18] or deposition of an MIP at the surface of already constituted membranes 
[19]. Based on our knowledge on liquid crystal elastomers, we decided to replace a part of 
this chemical crosslinking by a physical one owing to interactions between mesogens. The 
first part of this chapter describes our experience in this field for different problems: chiral 
recognition, catalytic MIPs acting as artificial enzymes or MIPs able to interact with 
pesticides.  

Concerning the amount of crosslinker, the situation is quite different when MIPs are built 
around large molecules such as proteins. In such cases, the recognition sites are multiple and 
it is important that the MIP may adapt around the flexible molecule. In these cases, it has 
been found that good results can be obtained with lower crosslinking ratios. Furthermore, a 
crucial point when imprinting proteins is to avoid their premature denaturation. Thus, 
compatible methods of synthesis have to be employed, avoiding too high temperatures and 
most organic solvents.  

The second part of this chapter deals with protein imprinted materials, presenting a 
critical overview of the present literature and, through our experience, enhancing the specific 
difficulties for developing such MIPs. 
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1. LIQUID CRYSTAL MIPS 
 
The important parameter to obtain a good recognition process in MIPs is the maintaining 

of functional groups at essential locations. In order to do that, either physical or chemical 
crosslinking is needed. Physical crosslinking may be achieved by non covalent interactions, 
such as hydrogen bonds or Van der Waals interactions. Liquid crystals are typical examples 
of molecules which self organize by interacting with each other reversibly, depending either 
on the temperature for so called thermotropic liquid crystals or on the concentration for so 
called lyotropic liquid crystals. To obtain such properties, the molecules often exhibit two 
parts: one being very stiff such as aromatic rings and the other very soft such as aliphatic 
chains. The rigid core tends to organize to crystallize but a good crystallization is impeded by 
the presence of the soft aliphatic chains. This dual incompatible trend leads to the formation 
of mesophases.  

The thermotropic liquid crystals may self-organize into nematic, smectic or cholesteric 
mesophases (figure 2). In nematic phases, the liquid crystal moieties are aligned following 
one direction only, whereas in smectic phases, a supplementary order exists and layers are 
formed. Cholesteric phases are formed when nematic mesogens exhibit a chiral center: this 
chirality may induce a torsion of the mesophase, leading to the formation of a helix. 

To benefit from the possible self-assembly of the mesogens in MIPs, these have to be 
incorporated into the MIP matrix (figure 3) by synthesizing a liquid crystal elastomer around 
the template molecule leading to LC-MIPs. Liquid crystal elastomers present both chemical 
crosslinking together with physical crosslinking from the mesogens. The chemical 
crosslinking is needed to avoid sliding of the polymer chains but its ratio is very low (5-10%). 
An important point to benefit from the presence of mesogens is the necessity of crosslinking 
the material in the mesophase state, so that the self-organization gets fixed definitely. In such 
conditions, a shape memory effect is then obtained: the elastomer can be distorted either by 
addition of a solvent or temperature increase and it recovers the exact initial shape when the 
stimulus is stopped [20]. 
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Figure 2. Examples of mesophases: nematic (N), cholesteric (N*), smectic A (SA) and smectic C (SC). 
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Liquid crystalline 

material  

Figure 3. Molecular imprinting technique using liquid crystalline materials. 

In mesogenic polymers, it has been shown that the interactions between liquid crystalline 
side chain groups induced significant modifications of the mechanical behaviour when 
compared to ‗classical‘ polymers. The side-chain mesogenic polymers appeared to behave 
like gels below their gelation point [21,22]. If crosslinks are introduced, the liquid crystalline 
networks display remarkable elastic properties [23-25] due to the mesomorphic order. For 
example, a transition from a poly-domain to a mono-domain can be induced by a strain field, 
which couples itself directly to the mesomorphic order. Thus, LC elastomers exhibit 
macroscopic morphology changes between the liquid crystalline and isotropic states. These 
changes include shape change and modification of the mechanical behaviour. 

Different ways of processing LC-MIPs have been developed in our laboratory. The most 
common way for regular MIPs consists in a one step reaction polymerizing and crosslinking 
the system at the same time. In such a reaction, the interactions between the template and the 
functional monomers have to be already present at the beginning of the reaction and be stable 
during the process. In the case of LC-MIPs, beside this method, we have also developed a 
two-step technique leading to the synthesis of a liquid crystal polymer which is secondly 
crosslinked in the mesomorphous state. After having been washed and processed, the samples 
have been tested for molecular recognition or as specific catalysts. 

In the following we will summarize the results obtained from three different studies in 
order to bring out some general behaviors of the LC-MIPs. 

 
 

I.1. CHIRAL RECOGNITION IN LC-MIPS 
 
If the template has a chiral structure, it can induce a helical structure inside a nematic 

liquid crystalline network, like a chiral dopant. Indeed it had been previously shown that a 
helical symmetry can be introduced by simply generating the liquid crystalline network in an 
oriented chiral solvent [26-29]. Y. Mao and M. Warner [30] discussed the ‗robustness‘ of the 

imprinted phase chirality as a function of the helical twisting power of the dopant: the 
imprinting would be successful in the case of low helical twisting power or equivalently, a 
large pitch. Using this type of macroscopically oriented cholesteric elastomer, S. Courty and 
coll. [31] have presented a study of separation of chiral isomers. They have demonstrated the 
capacity of the material to preferentially absorb and retain the ―correct‖ chirality molecule 

from a racemic solvent. 
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Figure 4. Absorbed amount of the L and D enantiomers of N-(carbobenzyloxy)-phenylalanine by the 
mesomorphous network imprinted around L-form compared to the non imprinted mesomorphous 
network. From Ref 34 with kind permission of the European Physical Journal. 

Combining molecular imprinting and chiral induction, a cholesteric imprinted elastomer 
with a large helical pitch was obtained by crosslinking a nematic side chain polysiloxane 
around the chiral N-(carbobenzyloxy)-L-phenylalanine template [32]. The sample was 
macroscopically oriented during the synthesis. So, both a molecular chirality and a 
supramolecular phase chirality were topologically imprinted inside the network. 

Batchwise adsorption tests, performed by putting the polymer sample in a solution 
containing the template or the other enantiomer, showed that the imprinted polymer had a 
pronounced stereo-selectivity towards the template enantiomer (Figure 4). The rebinding 
capacity (around 2.5 mol/g of polymer) appeared to be greater than that of a non-imprinted 
mesogenic network (1 mol/g of polymer) as well as that of an imprinted non mesogenic one 
(at best around 1 mol/g of polymer [33]). 

In such a system, the introduction of a chiral molecule during the synthesis of the MIP 
leads to two different levels of chirality. The first one is at the cavity level, exactly like in 
regular MIPs and the second one, at the mesomorphic structure level, is due to the presence of 
liquid crystal moieties. Therefore, in the system we were interested in, an enantiomer 
separation process could come either from the chiral cavity or from the chiral helix owing to 
the cholesteric phase. To analyze the contribution of each type of chirality, several MIPs were 
synthesized around (R) or (S)-methylbenzyl amine (figure 5). 

The LC-MIP was synthesized in two steps. In a first one represented in figure 5, a linear 
polysiloxane was obtained by hydrosilylation. This polysiloxane was grafted with different 
entities: acidic aromatic groups which may interact with the template, the liquid crystal 
moiety and a benzophenone derivative. This last group was the initiator for the second step, 
which was a photocrosslinking under UV irradiation. This step was carried out at room 
temperature after having spread the polymer onto a solid support in order to obtain regular 
films with a thickness around 160m.  
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Figure 5. Synthesis of liquid crystalline polysiloxane. 
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Figure 6. Absorption kinetics of (R)- and (S)-methylbenzylamine on a LC-MIP synthesized around (R)- 
methylbenzylamine. 

Recognition properties for LC-MIPs for (R) or (S)-methylbenzylamine were furthermore 
characterized by using a microbalance technique [35,36]. Each sample was separately 
exposed to each enantiomer of the imprint molecule and the quantity of amine was recorded 
with time (figure 6). Non imprinted materials were also synthesized together with a 
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cholesteric material without any imprint (so called doped network). The results are 
summarized in figure 7. Figures 6 and 7 illustrate that a better recognition existed between the 
LC-MIP and its template compared to the opposite enantiomer. 

 

 
Figure 7. Summary of amine readsorption on LC-MIPs. 

The adsorbed amine quantity was measured for each sample at the equilibrium and 
showed that if a non imprinted material is considered to adsorb equally both enantiomers, the 
so-called doped material, presenting only a chirality at the mesoscopic level coming from the 
cholesteric helix, showed only a limited effect in the recognition process, whereas the 
imprinted material presented a very high recognition. In the last case where the LC-MIP was 
synthesized, the comparison of the template and the other enantiomer led to a 37% 
recognition increase. This shows that the main element responsible for the recognition 
process is the chiral cavity. 

The use of this system constituted a good opportunity to study the tunability of the LC-
MIPs. By studying the complex formed between the template molecule and the interacting 
group, we were able to show that the nematic-isotropic transition induced modification of 
their interactions (figure 8) [35]. For that, the complex, formed by hydrogen bonds between 
the template and the functional groups, was introduced in a mesogenic solvent (4-(methoxy)-
4‘-(3-butenyloxy) phenylbenzoate). It was analyzed by infrared spectroscopy, either in the 
mesogenic phase (cholesteric phase) or in the isotropic state. 

A small jump in the 1169 cm-1 and 1606 cm-1 intensities occurred at the transition 
between the cholesteric phase and the isotropic state (42 °C) proving that the sample was 
slightly oriented. At the same time, a clear decrease of the intensity of the associated amine 
functions was detected at 1378 cm-1 concomitant with a small increase of the free amine 
function intensity at 1368 cm-1. This provided the direct evidence for the jump in 
concentration of the (R)-methylbenzylamine /4-(3-butenyloxy) benzoic acid complex at the 
transition temperature between the liquid crystalline phase and the isotropic state. It gave an 
unambiguous indication that the mesomorphous field has a significant effect on the bonding 
between the functional acid groups and the amine template; i.e. there is an effective ―extra 
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bonding‖ energy due to the mesogenic interactions. At the isotropic transition, this ―extra 

bonding‖ energy is broken. This fact might be used to facilitate the extraction of the template 
in the liquid crystalline imprinted materials simply by modifying the temperature of the 
material on both sides of the transition. 

 

 

Figure 8. Evolution of IR bands intensity as a function of temperature. (●, o) bands of phenyl groups; 

(□) C-N stretching in free amine; (■) C-N stretching in the complex. From ref. 35, with permission from 
ACS. 

 
I.2. CATALYTIC LC-MIPS 

 
When the template molecule is a transition state analogue of a reaction, the final 

imprinted material can catalyze this reaction, exactly like enzymes do. This technique has 
been tested for several years now and several reviews can be found in the literature [1,2,4,37]. 
Various reactions have been catalyzed in this way: elimination [38-40], C-C bond formation 
[41-43], oxidation or reduction [44-46] and mainly hydrolysis of esters or carbonates [47-53]. 
The efficiency of the imprint on the catalysis can be described by comparing the kinetics of 
the MIP compared to a material synthesized with the same molecules (including the monomer 
that interacts with the template) but without the template. From this point of view, very 
efficient systems begin to appear, such as in the case of the hydrolysis of carbonate molecules 
where the reaction has been accelerated 50 to 80 times in the presence of the MIP [49]. These 
ratios become quite close to what can be obtained by bioimprinting, which uses denatured 
proteins as MIPs [54,55]. An even more outstanding system was described in 2008 by the 
combination of transition state stabilization and a defined orientation of the catalytic chemical 
groups in the MIP: a synthetic carboxypeptidase A was thus obtained leading to a 410 000 
fold acceleration. These values are higher compared to artificial antibodies. 
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Figure 9. Base-catalyzed isomerization of bensizoxazole. 

 

 

Figure 10. Synthesis of the liquid crystalline MIPs.  

In order to characterize the usefulness of liquid crystal MIPs in such systems, we chose a 
reaction for which a regular MIP had already been described by Mosbach's group. This 
consisted in benzisoxazole isomerization into 2-cyanophenol [40] (figure 9). Two types of 
imprinted materials have been synthesized: liquid crystalline elastomers by 
polymerization/crosslinking under UV irradiation at 4°C and semi-interpenetrated networks 
(figure 10) [56]. 
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Figure 11. Example of UV signal evolution during benzisoxazole isomerization. 

The imprinting was obtained through the interaction between 4-vinylpyridine acting as a 
functional monomer and indole which can be considered as a transition state analogue of the 
reaction. For each synthesized material, a similar non imprinted one was obtained. Also, a 
classical MIP without any liquid crystal was also synthesized in order to compare the catalytic 
activity of all MIPs exactly in the same conditions. 

Since the appearance of cyanophenol can be followed by UV-spectroscopy, this 
technique was used for the kinetics study and this enabled a comparison between imprinted 
and non imprinted materials, as well as a comparison between classical MIPs, LC-MIP and 
the semi-interpenetrated (s-IPN) LC-MIP. In both liquid crystalline and non liquid crystalline 
materials, an imprinting effect was observed, as depicted in figure 11 as an example. For the 
classical MIPs, the increase factor was found close to 2.0, whereas for LC-MIPs, this factor 
was close to 2.8. For the s-IPNs, a higher imprinting effect of 3.5 was calculated. This means 
that the cavity shape was well kept in the semi-interpenetrating network, even if the 
functional monomers were not directly linked to the crosslinked system. 

 

0

0.03

0.06

0.09

0.12

0 5 10 15 200 5 10 15 20

Time (h)

0.06

0.09

0.03

0

0.12

MIP 0

NIP 0

MIP 0 CH2Cl2
0

0.02

0.04

0.06

0 5 10 15 200 5 10 15 20

Time (h)

0.02

0

0.04

0.06

A
b

so
rb

a
n

ce
 v

a
ri

a
ti

o
n

A
b

so
rb

a
n

ce
 v

a
ri

a
ti

o
n

 
Figure 12. Kinetics curves for benzisoxazole isomerization with LC-MIPs before and after thermal 
treatment (left) and with classical MIPs before (MIP 0, NIP 0) and after swelling (MIP 0 
CH2Cl2)(right). 

All materials exhibited a limited reaction rate at high substrate concentration, which is 
typical of enzymes. This saturation occurs when all active sites are used for the catalysis. The 
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efficiency of catalysis was further characterized by evaluating the reactivity of each type of 
catalytic sites, namely the imprinted and the non-imprinted ones. Indeed, contrary to 
enzymes, MIPs exhibit two types of reactive sites, each having different activities. After 
calculations, these experiments show that the imprinted sites of the semi-interpenetrated 
network catalyze almost one hundred times more the reaction of isomerization compared to 
the non imprinted sites [56]. These results are undeniably better than those obtained for non 
liquid crystal MIP for which the imprinted sites catalysed 22 times more the reaction 
compared to the non imprinted sites. For LC-MIP, the result is in-between, since the 
imprinted sites are 37 more active than the non imprinted ones. 

An advantage of liquid crystalline imprinted elastomers is also the possibility of using the 
memory effect of the mesomorphous material. This was predicted by De Gennes [20] and 
shown by Finkelmann [57-59] or Keller [60,61]. In such systems, a strong coupling between 
the liquid crystalline moieties and the polymer backbone exists, ensuring that if the elastomer 
is formed in the mesomorphic phase, the interactions between the liquid crystals impose a 
permanent arrangement of the backbone's conformation to which the material will come back 
whenever possible. This effect was assessed in our case using the catalytic LC-MIP 
developed for the isomerization of benzisoxazole. The kinetics was performed at room 
temperature on a material before and after thermal treatment above the nematic/isotropic 
transition. In the case of the LC-MIP, the evolutions were superimposed (figure 12, left). In 
the same manner, the kinetics was analyzed following strong swelling in a good solvent such 
as methylene chloride. In this case, the material was first swollen, then deswollen, dried and 
finally used in the same solvent than the first kinetics. Such a treatment led to an important 
loss of catalytic activity for classical non liquid crystalline MIPs (figure 12, right), whereas 
once again, the kinetics curves were superimposed in the case of LC-MIPs. This shape 
memory constitutes another strong advantage of liquid crystalline MIPs, added to the 
possibility of controlling the interactions depending on the temperature. 

 
 

I.3. APPLICATION TO THE RECOGNITION OF PESTICIDES 
 
The growing concerns about pesticides residues in water, air, soils and food have 

triggered much work on MIPs dedicated to them under different formats such as binding 
assays, sensors or stationary phases in solid phase extraction [62]. Among all pesticides, 
organophosphates are of peculiar interest because of their toxicity to human beings and their 
similarity with nerve agents. Several strategies have been presented in the literature to obtain 
MIPs for organophosphates. For example, complexes formed between phosphate groups and 
europium compounds that were covalently trapped inside the polymer were proposed by 
Jenkins [11,63,64]. Owing to the luminescence of the complexes, they were able to detect 
quantities of pesticides as low as 10ppt. Another team has synthesized a soluble and 
processable MIP able to detect dicrotophos at the ppb level [65]. Most often, either 
methylacrylic acid or 4-vinylpyridine is used as functional monomer for MIPs around 
phosphonates [10,12,66-69]. Recently, Palmas and coll. have described an elegant method to 
fully characterize by NMR the complex between pinacolyl methylphosphonate and 
methacrylic acid, leading to an optimization of MIPs [70,71]. Two original systems are first 
the use of a calixarene derivative associated to cyclic voltammetry as detection method [72-



Next Generation Molecular Imprinted Polymers 57 

74] and secondly the synthesis of MIP composite materials around nylon-6 preformed 
membranes [75,76]. Advincula‘s team has assessed the semi-covalent method where a MIP is 
built around covalent species whereas the recognition is performed through a non covalent 
one [77]. Several other studies have also appeared in 2009 and often use the interaction of 
phosphonates with acids [78-80]. 

All the studies published so far use MIPs which are highly crosslinked in order to have 
good recognition properties. This implies that the material is used under its glass transition 
temperature, in a zone where the mobility of the molecules is very low [81,82]. Since none of 
the above systems described is entirely satisfactory, we decided to examine whether liquid 
crystal MIPs could improve some of the characteristics, including the possibility to work 
above glass transition temperature. 

The chosen template was a pesticide analogue, diethyl-4-nitrobenzylphosphonate 
(DE4NBP). The LC-MIPs were synthesized in two steps: first hydrosilylation between a 
polyhydrogenomethylsiloxane and all functional groups, followed by a photocrosslinking 
reaction (figure 13). 

The interacting moiety was constituted by a fluorinated alcohol which was shown to form 
a stable complex with DE4NBP [83]. Here again, a benzophenone derivative was used as 
initiator of the photocrosslinking process. Therefore, the linear polymer was spread onto a 
Teflon support and the irradiation was performed in the liquid crystalline state. 

 

 

Figure 13. Synthesis of LC-MIP around DE4NBP. 
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After washing of the films, batch rebinding studies were performed in order to evaluate 
the recognition properties of the materials. The quantity of DE4NBP measured for each type 
of films was used for evaluating the general capacity, Cads (µmol.g-1).  
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When comparing the imprinted material (MIP) with the non imprinted one (NIP), it 

appeared that the capacity of the MIP is higher than for the NIP (Figure 14). Since all films 
have the same weight and the same geometry (width and thickness), this difference in 
capacity can be attributed to an imprinted effect. The ratio between the MIP capacity and the 
NIP capacity gives an imprinting effect of 2.6. This value is comparable to other ones 
described in the literature for similar template molecules [9,10,77,84]. 

Although the specificity of the LC-MIP is comparable to the one of classical MIPs, an 
important point is their possible use above the glass transition of the network. For instance, in 
the system described in this part, the glass transition temperature was determined by DSC and 
was found around 21°C. The presence of DE4NBP did not influence this. This means that 
rebinding experiments can be performed at room temperature and above the glass transition 
temperature, therefore giving more mobility to the molecules and more permeability in the 
case of membrane applications. This optimal combination is possible owing to the 
concomitant use of very flexible polysiloxane chains and of physical crosslinking of the 
liquid crystals. 
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Figure 14. Imprinted (MIP) and non imprinted (NIP) films capacity.  

To conclude this part, liquid crystalline MIPs can be synthesized either in a single or a 
two step process. They present the same type of specificity compared to classical MIPs. 
Although their synthesis is more demanding than for classical MIPs, they present significant 
advantages [36]: 

 
 an increased mass capacity 
 tunable interactions controlled by external stimuli (temperature, solvent…) 

MIP 

NIP 
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 shape memory  
 use in the rubbery region. 
 
 

II. HYDROGEL MIPS FOR PROTEIN RECOGNITION 
 
Building MIPs in an organic solvent around a small template molecule requires tight 

interactions between the material and the template to obtain a good recognition process. For 
large molecules such as proteins, numerous interactions depending on the various amino acid 
units at their surface may be involved. In this case, in addition to strong and directional 
interactions, adaptive numerous ones should be present. Indeed, proteins are well known to 
change their shape and adapt to the interacting moiety. In the case of MIPs, the same 
phenomenon should happen in which both MIP and the protein should adjust to each other. 
Another challenge comes from the size of the template. In the case of regular MIPs, the 
template molecule is small compared to the pores of the MIP, enabling its diffusion inside the 
material. For molecules as large as proteins, this is not true anymore and the size of the pores 
has to be adapted to allow the diffusion of the protein or the process has to lead to a surface 
recognition. Thus, building MIPs for proteins brings new challenges because of the size of the 
template, its complexity, its conformational flexibility and its limited solubility. New 
specifications have to be met, because of their possible denaturation. Organic solvents should 
be generally avoided, as well as increased temperatures. Furthermore, whereas MIPs in 
organic solvents use hydrogen bonds or Van der Waals forces to get good interactions 
between the template and the MIP, using aqueous solutions strongly decreases their strength. 
Therefore, a combination of electrostatic, hydrogen bonds and hydrophobic interactions has 
to be used to ensure a good recognition process. 

Because of the size and the complexity of the proteins, different approaches have been 
assessed, namely surface imprinting or the epitope approach [85,86]. The latter consists in 
building the MIP around a small peptide sequence which is as specific as possible of the 
aimed-at protein. This enables functional monomers to be best spatially organized in the MIP 
and the synthesis may be simpler. However, this can be very limiting, because other proteins 
may have the same sequence and also because the whole protein might not be able to reach 
the recognition site which is much smaller. In surface imprinting, the protein recognition sites 
are built on the surface of the MIP, therefore enabling a good accessibility. In the present 
work, we decided to study this last case. Therefore, this chapter will only deal with this type 
of imprinting. Persons interested in the epitope approach may refer to recent reviews [86-88]. 
Also, it is not our goal to present a complete overview of the literature on the subject of MIPs 
for proteins. Once again, the persons should refer to the aforementioned reviews to obtain a 
more complete outlook. We will mainly describe some of the most recent developments in 
this field before explaining our study. Another interesting approach is worthwhile citing, 
although not strictly speaking molecular imprinting. It is based on the synthesis of linear 
soluble polymers or their analogues grafted onto a solid surface, involving various 
methacrylamide monomers bearing different hydrophobic or hydrophilic chemical groups 
[89,90]. Contrary to molecular imprinting, the synthesis is performed without any template 
and the concept is that the polymer is flexible enough to adapt to the incoming protein and 
find by itself the most stable interaction.  
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II.1. RECENT ACCOMPLISHMENTS 
 
Table 1 presents some of the recent studies published. They are arranged according to the 

crosslinker ratio and they are presented here in order to highlight some crucial parameters 
when dealing with protein MIPs.  

 
Table 1. Examples of MIPs synthesized for protein recognition 

 
Protein  
(MW, pI) 

Monomers Crosslinker 
(amount mol%) 

Initiation Use Reference 

Horseradish 
peroxidase 
Microperoxidase 
Hemoglobin A0 
Lactoperoxidase 

Aminophenylboronic 
acid 

- Redox Modification 
of microtiter 
plates 
IF between 3 
and 10 
 

99 

Papain Aminophenylboronic 
acid 

- Redox Grafting onto 
PS microbeads 
IF≈1.6 

103 

BSA 
IgG 
Fibrinogen  

Hexafluoropropylene 
disaccharides 

- Radio-
frequency 
glow 
discharge 

Nanostructure
d surface 

98 

Bovine 
hemoglobin 
 

Dopamine - Redox Synthesis of 
superparamagn
etic nanoMIPs 

104 

BSA  tBuAm, AAm, maleic 
acid 
 

MBAAm 
(1.8) 

Redox Responsive 
MIP 
IF≈6 

110 

Melittin 


NIPAM/AAm/AA/tBu
Am 
 

MBAAm 
(2.0) 

Redox Formation of 
MIP 
nanoparticles 

111,112 

-fetoprotein AAm/vinylConA 
Vinyl antiAFP/AAm 

MBAAm 
(≈2.0) 

Redox Responsive 
biomolecular 
MIP 

113 

Lysozyme  
Cytochrome C  

AAm , AA  
Me2N 
ethylmethacrylate  

MBAAm (3.0) Redox Interaction 
studies 
IF~2 

95 

hemoglobin tBuAm, AAm, itaconic 
acid 
 

MBAAm 
(3.0) 

Redox Effect of pH 
IF ≈4 

114 

Bovine serum 
albumin  

NIPAm  
AAm  
Me2Npropylmethacryl
amide  

MBAAm  
(3.3) 

Redox Thermo- and 
salt-sensitive 
MIP 
IF~2.5 

115 

Bovine 
hemoglobin 

AAm 
Acrylamido 
methylpropanesulfonic 
acid 
Methacrylamidopropyl
NMe3+ 

MBAAm 
(4.9) 

Redox Polyampholyte 
MIP 
IF max 13 

94 

Bovine 
hemoglobin 

AAm 
Acrylamido 
methylpropanesulfonic 
acid 
or 
Methacrylamidopropyl
NMe3+ 

MBAAm 
(4.9) 

Redox Effect of 
charge density 
washings 
IF max 15 

93 
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Bovine 
hemoglobin  
FITC-albumin 

AAm  MBAAm  
(5.0) 

Redox hydroMIPs 91,92 

Human 
hemoglobin 
Bovine 
hemoglobin 

AAm MBAAm 
(6.5) 

h Label free 
detection 
Use of 
photonic 
suspension 
array 

107,108 

Hemoglobin 
 

Methacryloyl-L-
histidine methyl ester 
HEMA 

MBAAm 
(14.3) 

Redox Cryogel MIP 
for SPE 
IF max 38? 

116 

Carcinoembryoni
c antigen 

Poly(allylamine HCl)  
M=15 000 

Ethyleneglycol 
diglycidyl ether 
(15.0) 

 Cancer 
biomarker 
analysis 
IF≈5 

117 

BSA 
 

AAm MBAAm 
(16.0) 

Redox MIP on carbon 
nanotubes 

105 

Trypsin 
 

MA, Styr 
 

DVB 
(17.0) 

Thermal 
followed 
by h 

Structuring of 
sensor 
materials 

101 

BSA 
Egg albumin 
Lysozyme 
 

Saccharose 
MA 

EGDMA 
(18.0) 

h MIP photonic 
crystal from 
sacrificial 
silica particles 
IF ≈ 6 

106 

Myoglobin 
 

MMA, 4-VPyr 
 

TRIM 
(66.0) 

h Surface bound 
nanofilaments 
IF≈9 

109 

Lysozyme 
cristallisé 

AA 
2-methacryloyl 
phosphorylcholine 
(MPC) 
PEG  

MBAAm 
(71.0) 

Redox Recognition of 
protein cristals 
IF~5 

102 

Lysozyme 
 

AA 2-methacryloyl 
phosphorylcholine 
(MPC)  
 

MBAAm (71.0) 
 

Redox Surface 
plasmon 
resonance 
sensor 
" IF "~3 

100 

RNase A 
 

MMA  EGDMA (73.0) Redox Miniemulsion 
polymerization 
Study of 
protein 
denaturation 
3<IF<14  

118 

Lysozyme  
Ribonuclease A  
Myoglobin  
Ovalbumin  

MA, HEMA 
Me2Nethylmethacrylat
e, Styr 
MMA, 4-VP 

EGDMA 
TEGDMA 
PEG400DMA 
PEG600DMA 
(>90) 

h Selection of 
best monomers 
IF~3-16 
 

96,97 

IF imprinting factor, PS polystyrene, tBuAm tert-butyl acrylamide, AAm acrylamide, NIPAM N-
isopropyl acrylamide, AA acrylic acid, HEMA hydroxyethyl methacrylate, MA methacrylic acid, 
Styr styrene, MMA methyl methacrylate, 4-VPyr 4-vinyl pyridine, PEG poly(ethylene glycol). 
 
Process choice. The first element is the process used to increase the contact surface 

between the MIP and the template protein. The MIPs can be grounded and sieved, just as 
regular MIPs are [91-95] (figure 15, left). However, for protein MIPs, this often has to be a 
wet sieving process to avoid possible denaturation of the protein. Furthermore, sieving leads 
to very irregular particles, which is not always compatible with the intended application.  
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Figure 15. Schematic representation of processes used in protein MIP syntheses. a) 3D MIP, b) planar 
MIPs, c) surface recognition through sacrificial support. 

The second process used consists in first adsorbing the protein onto a plane solid surface 
such as glass, synthesizing the MIP over it and peeling off the whole assembly [96-99] (figure 
15, center). This is typically the case when sensors are looked for [100]. If this strategy is 
satisfactory in terms of the concept and the good accessibility of the imprinted sites, it 
presents two main shortcomings. First, the question has to be raised whether depositing the 
protein on a solid surface may lead to denaturation. This question is almost always 
overlooked in the literature and it is still not clear whether using a MIP with sites 
corresponding to a denatured protein might be detrimental to the recognition or not. Indeed, 
depending on each application and each protein studied, the protein in the rebinding 
experiments might be able to adapt to these sites and be recognized by the MIP. In a still 
unequaled study, Ratner proposed the use of mica as the solid surface first to minimize this 
effect of possible denaturation [98] and secondly to be sure that the observed surface 
topography reflected that of the template molecules. Dickert also adopted this strategy by first 
prepolymerizing the monomers, depositing the protein over them, and finishing the 
crosslinking [101]. The second shortcoming of this method is the quite low surface area. This 
strongly limits the number of possible recognition sites, thus the maximum sensitivity. To 
increase the number of sites, some authors have proposed the use of already existing solid 
templates, which also increases the mechanical properties of the MIP. Thus, supports such as 
cellulose membranes [102] or polystyrene beads [103] have been examined. Magnetic 
nanospheres [104] or carbon nanotubes [105] have also been assessed. They present the 
advantage of an easy recovery of the MIP associated to a good dispersion.  

In a third process, a porous sacrificial solid such as silica or alumina is used. The protein 
is deposited into the pores before the monomer solution is poured (figure 15, right). After 
polymerization and destruction of the sacrificial solid, this leads to MIPs having a large 
external surface, with the protein recognition sites at their surface [106-109]. Following this 
elegant strategy, Haupt used porous alumina to obtain nanofilaments of MIPs grafted onto a 
glass plate. Two Chinese teams have presented the use of colloidal silica crystals to develop 
label-free chemical sensors [106-108]. After destroying the silica template, the MIP has the 
negative organization compared to silica, the consequence of which being that it exhibits 
different wavelengths absorption depending on the quantity of molecule readsorbed into the 
MIP. Therefore, readsorbing the protein template leads to a wavelength shift which is easily 
detected.  

Finally, a special attention should be given to a new example developed by Shea and coll. 
They succeeded in synthesizing MIPs in the shape of 30-40 nm nanoparticles in the presence 
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of a peptide biotoxin, melittin, which is the main component of bee venom. By adopting this 
process, they were able to intravenously inject the MIPs which acted as an antidote in 
melittin-infected mice. This constitutes the first time where MIPs have been used in in vivo 
conditions. Biodistributions studies showed that following MIPs' injection, the nanoparticles 
were able to bind to melittin before being eliminated from the bloodstream by macrophages 
and led to the liver [111,112].  

Synthesis method. To obtain MIPs, radical polymerization is the most frequent method, 
because very different monomers are compatible with this chemical process and can be 
reacted together. As already mentioned, in the case of a protein as template, very mild 
conditions should be sought. Thus, redox and photochemical initiations are mostly employed, 
since they enable polymerization at room temperature. Once again, a relevant question is 
whether a denaturation of the protein could occur during the process. Tong is the only author 
to have partially examined this point. He showed by circular dichroism that RNase A was 
denaturated after 24h of irradiation [118]. However, this time of irradiation is much longer 
than typical reaction times, which are closer to a few minutes [107-109] or an hour [106]. 
Unfortunately, Tong did not check the effect of redox conditions on denaturation. 

This part on hydrogel MIPs began by explaining that contrary to classical MIPs, there is a 
strong need of mobility inside the MIP, and that the crosslinker ratio should be decreased 
consequently. The above table shows that the situation is far from simple, since crosslinker 
quantities as low as 1.8mol% [110] have been used, up to 90mol% [96,97], apart from the few 
examples without any crosslinker at all but which use non acrylate polymers [98,99,103,104]. 
A notable exception is the study from Schrader which examined the possibility of protein 
recognition even with soluble polymers or uncrosslinked soft polymer chains grafted onto a 
solid surface [89,90]. Contrary to the small molecules, there is no correlation between the 
crosslinker ratio and the imprinting factor IF. For all formulations used, this factor is typically 
between 2 and 20. This means that each case should be examined and optimized 
independently. 

Another comment on the synthesis conditions is the quantity of solvent. Once again, this 
markedly varies between the different studies. Some do not use any solvent at all [96,97,109] 
whereas others prefer quite diluted systems [100]. In a general manner, concentrations of 
monomers in the 0.5-1M range are frequent. Most teams use either aqueous or buffer 
solutions for the synthesis, but a few have presented the use of alcohols such as methanol 
[110] or ethanol [106]. The choice of solvent quantity strongly depends on the application, 
since this can bring porosity into the MIP. An interesting case was described by Denizli who 
synthesized the MIP as a cryogel. In this system, the monomer solution was partially frozen, 
which enabled the polymerization to occur while the ice crystals acted as a porogen [116]. 

Most of the studies presented above used very well known and abundant proteins. This 
enables relatively high concentrations of the protein during the synthesis, typically between 
10 and 50 mg/ml [100,115]. If this is mandatory for fundamental studies, this does not 
correspond to what will be needed to analyze specific proteins. Indeed, for unusual proteins, a 
concentration of 100g/ml is very common. Only a few teams have published on such 
conditions [96,97,99,117,118]. Most of them correspond to the stiffest hydrogel MIPs with 
high crosslinker content or polymers other than acrylate types. Kofinas however described the 
use of a soft hydrogel for the quantification of a cancer biomarker [117]. One of the lowest 
concentration used (1.7g/ml) was that in Shea's study on melittin [111,112]. 



Mingotaud Anne-Françoise, Fitremann Juliette, Mauzac Monique et al. 64 

Another important point is the nature of the monomers used. In most cases, hydrophilic 
ones are chosen for protein MIPs, the most frequent being (meth)acrylic acid and acrylamide 
[91,92,94,96,97,102,106-108,114]. Other hydrophilic monomers which have been used are 
hydroxyethylmethacrylate [96,97,116], acrylamido methylpropanesulfonic acid [94] or 
amine-bearing acrylates or acrylamides [95-97,115]. In his study on grafted polymers, 
Schrader used several types of either hydrophobic or hydrophilic monomers, such as 
methacryloyl glucosamide or cyclohexylmethyl methacrylamide [89,90]. In some cases, 
specific monomers have been developed, such as 2-methacryloylphosphoryl choline (MPC) 
[100,102] or methacryloyl-L-histidine methyl ester (MAH) [116]. MPC was designed to 
decrease non specific interactions and MAH to mimic possible interactions in proteins. 
Schrader described the use of a methacrylamide bearing two phosphonate groups that binds 
specifically to arginine residues, enabling selectivity in the final polymer [89,90]. Kofinas 
published an unusual MIP based on polyallylamine crosslinked in the presence of a diepoxide 
[117]. Only a few studies use hydrophobic monomers alone [118]. In these cases, the 
obtained MIP is stiff and the shape of the cavity plays an important role in the recognition 
process. In his study on mica, Ratner used two types of monomers, a very hydrophobic 
fluorinated one and a layer of disaccharides which become linked to the MIP during the 
polymerization process [98].  

 
Table 2. Characteristics of proteins and peptides used in MIPs 

 
Protein Molecular weight Isoelectric point 
Bovine hemoglobin 67 000 6.8 
Bovine Serum Albumin (BSA) 66 000 4.8 
Carcinoembryonic antigen 180 000 4.7 
Cytochrome C 12 300 10.2 
Egg albumin 36 000 4.7 
-fetoprotein 70 000 4.7 
Fibrinogen 340 000 5.5 
Hemoglobin A0 66 000 7.2 
Horseradish peroxidase 40 000 7.5 
Human hemoglobin 65 000 7.2 
Immunoglobulin G (IgG) 150 000 6.4-9.0 
Lactoperoxidase 77 500 8.1 
Lysozyme 14 400 10.5-11.0 
Melittin 2 850 9.1 
Microperoxidase 1 900 4.7 
Myoglobin 16 900 7.0 
Papain  23 000 9.5 
RNase A 13 712 9.6 
Trypsin 23 300 9.3 
 
Since electrostatic interactions are strong in aqueous solutions, a special attention should 

be given to the isoelectric point of the template (table 2). So, if the protein bears a net positive 
charge, monomers leading to a net negative charge at pH 7 should be favored [100] and vice 
versa [115]. 
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Protein detection. This is an essential part in developing MIPs, where a method should be 
found to detect and quantify the protein. Typically, three types of techniques are used: 
spectroscopic, physical and enzymatic ones. In most cases, simple UV-visible absorption is 
employed [91-95,99,103,110,114-116]. This naturally implies that the protein concentrations 
are high enough to be detected. Haupt has presented the quantification of rebinding by 
fluorescence using a modified protein [109]. He was able to quantify the fluorescence and 
compare different samples by using relative fluorescence intensities, after withdrawing of a 
baseline signal coming from the substrate itself. Other very elegant methods recently 
described used photonic nanocrystals [106-108]. These enable the recognition detection by 
simple UV-visible absorption, although the templates themselves do not necessarily absorb 
light. Other methods include radioactive labeling [98], Surface Plasmon Resonance [100,102] 
or Quartz Crystal Microbalance [101]. An interesting quantification was proposed by Bossi 
which used the enzymatic activity of the trapped protein. In the presence of an adequate 
substrate, this activity was detected by UV-visible absorption [99]. Chou is the only author 
who has adopted ELISA tests to the case of MIPs [96,97]. This has the tremendous advantage 
of detecting very small amounts of proteins, but the shortcoming is that it can be done only 
with very well known proteins for which antibodies have been developed.  

Extraction methods. When the MIP is synthesized around the exact same template than 
the molecule to be recognized, it is essential to ensure that all templates have been removed 
before doing any batch rebinding tests. Else, two problems arise: first some sites are already 
occupied, which of course limits the loading of the MIP and secondly, it is not possible to 
discriminate whether new extracted molecules are from the beginning or from the rebinding 
studies. Thus, this is a crucial point. If extraction of small molecules is relatively simple, 
extraction of proteins on or inside a MIP is more complex. Some teams have described the 
extraction of the protein with simple washings in water or buffer solution 
[102,107,108,110,113,115]. Very often, in order to ensure a complete extraction of the 
protein, a combined washing solution of acetic acid and a surfactant such as SDS is used 
[91,92,96,97,99,107-109]. Besides the fact that SDS can lead to protein denaturation, it is 
very difficult to completely eliminate it from the MIP. This has led to a very interesting study 
from Kofinas which has shown that this remaining SDS may lead to an artificially increased 
imprinting factor, especially if the exact same washing procedure is not used for the non-
imprinted analogue [93,94]. In order to avoid this, he has shown that, following SDS 
washing, the MIP should be rinsed thrice with NaCl solutions. This ensures that no SDS 
remains in the MIP.  

Since the template molecule is a protein, some authors have assessed the use of proteases 
such as trypsin as a mild method to remove it from the MIP [86,91,99]. According to Bossi, 
there is no gain by using trypsin and, for Reddy, trypsin hydrolysis of the template leads to 
less efficient MIPs than SDS/AcOH washing. Although the template removal percent is 
higher for trypsin hydrolysis, the rebinding tests are better for SDS/AcOH washings [91]. 
This was attributed to the fact that trypsin may produce small peptide fragments that remain 
in the MIP. However, the washings with SDS were not performed with NaCl rinsing steps, so 
the problem mentioned by Kofinas might be a reason for this [93,94]. 

Visualization of the cavities. When synthesizing MIPs around proteins, the recognition 
sites should correspond to that of the template, i.e typically in the 5-100nm range. Therefore, 
it is not unrealistic to seek and observe these cavities by modern techniques such as electronic 
microscopy or AFM. Actually, only a few teams have been able to describe this. The first one 
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was Ratner in 1999 who has presented a tapping mode AFM image of the surface of 
fibrinogen imprint [98]. This was facilitated by the fact that the MIP polymer was a very hard 
one. Chou also depicted, in 2009, AFM images of MIP cavities before and after batch 
rebinding experiments with ovalbumin [97]. He showed that existing 34nm cavities were 
filled with the protein. Here again, the absence of solvent in the synthesis together with the 
high crosslinker ratio leading to a stiff MIP facilitated this observation. Dickert [101] also 
presented AFM images of both yeasts (several microns wide) and tobacco mosaic virus (300 
nm x18 nm) in a rigid MIP. Reddy is the only author to have described a process to observe 
cavities in MIPs by transmission electron microscopy [119]. From a general point of view, 
observing the cavities remains a very difficult task, especially on softer materials. 

Rebinding tests. This is naturally the central point for all MIPs, the reason why they are 
made. In most cases of protein MIPs, the rebinding tests are performed in the same solvent 
than the one used for the synthesis. This is to ensure that the shape of the cavity does not 
change before the recognition occurs [91,92,94,95,100,109,113]. A few authors have 
investigated the influence of washing and readsorbtion solutions on the rebinding results more 
thoroughly. Takeuchi [100] examined the effect of NaCl concentration in MIPs for lysozyme. 
He showed that the optimal NaCl concentration was 40mM during the polymerization, and 
20mM for rebinding tests. In another study, Zhao also assessed the influence of NaCl 
concentration in thermosensitive MIPs around bovine serum albumin [115]. In this case, best 
results were obtained for a 1mM concentration. Another possibly important point is the pH of 
rebinding solution. However, most studies use either distilled water or PBS solutions to do 
the rebinding experiments. This latter ensures that the medium is as close as possible to the 
natural cellular medium. Exception are two studies of Caykara [110,114] where he 
characterized the influence of pH in the rebinding of hemoglobin and BSA. He found a 
different optimal pH for each protein. Although pH is a crucial parameter for the activity of 
proteins, the most frequent way of synthesizing MIPs for proteins is to use a neutral pH and 
to benefit from the residual charge of the protein to adjust the interactions with the MIP.  

Characterizing rebinding capacities of MIPs implies performing several experiments. The 
first basic one consists in comparing rebinding of the template into a MIP to a non imprinted 
analogue. This leads to the imprinting factor (IF). Among all studies, common IFs are found 
between 1.5 and 20. A second test analyzes the selectivity of the MIP. To do this, rebinding 
of different proteins are measured and compared to that of the template protein. This is 
performed in most studies reported in table 1. The most realistic rebinding studies imply 
testing competitive rebinding, i.e. with several proteins present at the same time in the 
rebinding solution [95-99,104,106,115,116,118]. Analyzing the results obtained for the 
protein MIPs show that these materials do not have rebinding selectivities as high as natural 
proteins. This could be detrimental to applications in complex living systems. In order to 
overcome this, Takeuchi and coll. proposed a method of protein profiling by several MIP 
arrays [87,120]. By developing several MIPs against several different proteins and testing 
rebinding for all crossed systems, they were able to build 3D profiles with different areas. An 
answer obtained in a certain area points to a certain protein. There is no doubt that this is a 
very promising way to adapt shortcomings of MIPs. 
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II.2. PATTERNING OF MIPS FOR MICRO- AND NANOSYSTEMS 

APPLICATIONS 
 
For applications in which the purpose is to make extractions, the protein MIPs can be 

used as bulk materials. However, in other occasions, such as microfluidics or diagnostic 
devices, a micro- or nanostructuration of the material becomes mandatory. This is the reason 
why we decided to assess the synthesis of protein MIPs in the shape of hydrogel films 
patterned onto a solid support (figure 16). 

 

 
Figure 16. Patterning of protein MIP. 

The following specifications were established: 
 
 Synthesis in protein-friendly conditions (buffer solution, room temperature if 

possible) 
 Transparent and homogenous material to enable applications in optics devices 
 Porosity compatible with the size of the protein 
 Process compatible with micro- and nanosystems established technologies 
 Size of the MIP patterns below 10 microns 
 
This part of the chapter will mainly focus on the steps discussed earlier in a more general 

manner. This will give a more tangible idea about the difficulties to be solved when 
developing protein MIPs. 

Process selection. The selected process has already been described above. It consists in 
first adsorbing the protein onto a plane solid surface such as glass, synthesizing the MIP over 
it and peeling off the whole assembly [96-99]. In our case, the process becomes more 
complicated due to the patterning required. Two types of strategies were considered (figure 
17): in a first one, the pattern came from the micro-contact printing of the protein onto a solid 
surface and, in a second one, it was obtained from soft UV nanoimprint lithography (UV-
NIL).  

Micro-contact printing is a method using a siloxane stamp to transfer patterns onto a solid 
surface [96,121-126]. The molecules to be transferred are first wetted onto the stamp and 
deposited onto the support by simply putting the stamp in contact with the surface. In the 
areas where this contact occurred, the molecules transfer from the stamp to the surface. The 
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patterned protein can subsequently be covered with a monomer solution and, after 
crosslinking, the desired device can be obtained. 

The second strategy in figure 17 uses a micro- or nanometric mould to form the patterns 
into the hydrogel. In this case, the protein can be dissolved in the monomer solution, 
deposited onto the surface and molded. In a similar strategy, micro-contact printing of a 
protein is used to obtain a PDMS mould having proteins at the bottom of the cavities. This 
mould can then be used in soft UV-NIL over the monomer solution to shape the MIP into the 
desired device. Soft UV-NIL is a lithography method in which a mould presses into a 
prepolymer before crosslinking is induced by UV irradiation [127-134]. Various patterns, 
including nanometric ones, can be obtained by this technique. 

 

 
Figure 17. Different processes of patterning. 

In such devices, the quality of the film as well as the interfaces play a major role. The one 
between the MIP and the solid support should be as strong as possible to avoid peeling of the 
MIP. This implies functionnalization of the surface of the solid support to create chemical 
bonds between the MIP and its support. In many cases, it consists in modifying the surface 
with an alkoxysilane bearing another reactive function that can react with the film 
constituents, such as acrylates. An example is methacryloxypropyltrimethoxysilane which can 
be grafted onto glass slides in toluene at 80°C.  

The second interface is the one between the protein and the MIP, which is essential for 
the recognition process. This is controlled by the choice of the functional monomers involved 
in the formulation of the MIP. As already discussed earlier, several authors have proposed the 
use of saccharides as a protective layer between the protein and the MIP [90,98,106], based 
on the interactions known to occur in cells. It enables multiple interactions and is also known 
to lead to a minimum denaturation of the proteins. In our case, we decided to use a monomer 
having two characteristics: α, β-glucosyloxyethylmethacrylate (GEMA). First, its 
incorporation into a hydrogel is possible by polymerization of its methacrylate moiety. 
Secondly, it can interact with a protein by its saccharidic group (figure 18).  
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Figure 18. Structure of GEMA. 
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A third interface to be considered in such processes is the one between the mould and the 
MIP. Indeed, it is important that the monomer solution correctly wets the mould in order to 
reproduce the patterns. However, the interaction between the mould and the formed MIP 
should not be too strong to enable an easy peeling off the mould. This is a very common 
problem in microelectronics [126-128,130,134,135]. Frequently used chemical modifyers 
include alkylchlorosilanes or fluorinated molecules. They decrease the force of adhesion by 
hydrophobization of the surface. However, when the solution that must wet the mould is 
aqueous, they can lead to complete loss of the resolution of the patterns obtained owing to a 
poor wetting. In these cases, the modifyers have to be optimized to lead to a good wetting as 
well as a good peeling off. This can be controled by varying the length of the alkyl chain or 
that of the fluorinated part. 
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2-hydroxy 4‘-(2-hydroxy-ethoxy)- Bis-acyl- phosphine oxide (BAPO) 2-methylpropiophenone 

(HHMP). 

Figure 19. Structure of photoinitiators. 

Synthesis method. We used radical polymerization to synthesize the MIPs, based on 
redox or photochemical initiation. The redox system we have chosen is a mixture of 
ammonium persulfate (NH4)2S2O8 and sodium thiosulfate Na2S2O3 and two photochemical 
initiators were tested: a propiophenone derivative HHMP and a phosphine oxide BAPO 
(figure 19). BAPO forms a suspension in buffer whereas HHMP dissolves over 50°C with 
ultra-sonication. The photopolymerization was achieved by irradiating at a wavelength above 
332nm. Both systems enable working at room temperature, but as far as patterning is 
concerned, photochemical initiation displays the advantage of a better control in time and 
space.  
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Beside GEMA, the formulation of the monomers included other hydrophilic molecules. 
Indeed, neutral, positively charged or negatively charged monomers were tested in the 
materials, such as hydroxyethylmethacrylate, 2-sulfoethyl methacrylate and aminoethyl 
methacrylate hydrochloride. Crosslinking agents were kept between 30 and 50 mol%. Two 
crosslinkers with very different lengths, namely N,N‘- methylene bis acrylamide and poly 
(ethylene glycol) 1000 dimethacrylate, were used, in order to maintain some freedom in the 
gel while ensuring a certain mechanical resistance. As already mentioned, the choice of 
monomers is essential, since the interactions with the proteins are based on it. Therefore, for 
each protein, a new formulation has to be developed and optimized. This is why we decided 
to assess different types of monomers, which could interact with different proteins.  

Our choice of the proteins was mainly determined by the possibility to observe the 
system by fluorescence. For this, several parameters have to be examined. The first one is the 
compatibility of the fluorophore used with the polymerization process. Indeed, many 
fluorescent probes that can be grafted onto proteins are not compatible with radical processes. 
By choosing naturally fluorescent proteins such as GFP or mCherry, this problem can be 
overcome, because the fluorescence comes from a spatial arrangement of several amino acids. 
The second parameter is the possible autofluorescence of the MIP itself. Even if no aromatic 
groups are present in the formulation, the material can exhibit autofluorescence which might 
completely mask that of the protein if happening at the same wavelength. This is particularly 
the case for fluorescence in the green wavelengths. Finally, another parameter is the choice of 
the equipment to analyze the fluorescence. If this might appear as an evidence, it is however 
very important to use an instrument which is compatible with the wavelengths used. This can 
become a problem for instance when using fluorescence scanners, because these instruments 
have been developed for the analysis of DNA chips working with only a few fluorophores 
such as Cy5. Since these cannot be used for the polymerization, it is then necessary to find a 
fluorescent protein which is compatible with the lasers and the filters of the scanner. 

Based on this, three proteins were selected for this study: Green Fluorescent Protein 
(GFP), Glutathione S-transferase (GST) and mCherry. 

 
Protein Molecular weight Isoelectric point 
GFP 27-30 000 5.34 
mCherry 28 800 6.2 
GST 53 000 6.6 
 
The first two are naturally fluorescent proteins which resist to radical processes and the 

third protein, GST, is not fluorescent by itself. However, anti-GST fluorescent antibodies are 
commercially available, which can lead to a visual detection. 

In a first approach, millimetric patterns were formed on a glass plate and the 
polymerization was carried out by irradiation after deposition of the protein and the monomer 
solution. This enabled us to observe the fluorescent patterns by a fluorescence scanner and to 
check the difference in fluorescence intensity between patterns containing the fluorescent 
protein and the others. At this step, GFP proved to be a poor choice, because of an unexpected 
autofluorescence of the polymer, and had to be rejected. GST was then prefered for 
preliminary tests owing to its availability. This implied the use of the fluorescent antibody 
anti-GST and the passivation of the surface with albumin before GST-antiGST binding test. 
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Extraction method and rebinding tests. Based on the litterature, several washing methods 
were examined, either using only sodium chloride solutions or acetic acid or sodium dodecyl 
sulfate (SDS). Figure 20 presents an example of simple sodium chloride washing. In this case, 
the fluorescence intensity before and after washing did not change, showing that such a 
washing does not work in these conditions. Based on Valvanuz-L. A et al.‘s work [109], a 
new protocol was applied to promote the protein-antibody removal. It consisted first in 
washing three times with deionised water, then four times with 20 ml of AcOH-SDS solution 
for 30 minutes, afterwards 3 washing series with NaCl 150mM and three final washings with 
deionised water. As a result, the red fluorescence significantly decreased. Thus, in this case, 
only addition of SDS in the presence of acetic acid led to a strong decrease of the 
fluorescence. 

 

 

Figure 20. Fluorescence images of MIP after washing steps. a) washing with 3mM NaCl b) washing 
with 150mM NaCl, c) washing with SDS/AcOH. The rectangle represents the position of non imprinted 
material. 

Following these washing steps, rebinding was assessed. For this, 4µl of the same GST 
solution used in the material synthesis were placed on each pattern for 1 hour. Afterwards, the 
material was rinsed with deionised water to remove protein excess which was weakly 
adsorbed. The film was then covered with 1ml of BSA solution ([BSA] = 1mg/ml). After 30 
minutes, the film was washed three times with buffer for 10 minutes. Subsequently, 200µl of 
antiGST ([antiGST]=5.5µg/ml) were spread on the film for a period of 1 hour. This led to a 
slightly higher preference of GST towards MIP versus NIP of 1.4. 

The use of fluorescence scanner is an efficient qualitative method. It enables to 
discriminate between the presence and the absence of the molecule. However, quantification 
is more difficult, because all images have to be performed in exactly the same conditions 
(spot size, scanning rate, gain and laser power) to compare the measured intensities. This is 
illustrated by comparing the images in figure 20 which were registered with the same 
parameters and the following ones (figure 21), which were registered in optimized conditions 
for each scan. In this latter, the gain was systematically changed in order to enhance the 
image result. Whereas figure 20 shows an efficient washing, figure 21 may lead to think that a 
lot of the protein remains in the polymer.  

 

a) c)b) 635nm
30052r

28000r

4873r

No protein

23644r

30084

35045r

3722r

No protein

32173r



Mingotaud Anne-Françoise, Fitremann Juliette, Mauzac Monique et al. 72 

 

Figure 21. Fluorescence images of Streptavidin-Cy5 prints onto a polymer. a) initial print. b) after 
washing steps. 

Furthermore, a slight difference in film thickness might lead to different fluorescence 
values. In our systems, the thickness is a parameter that cannot be neglected, since it is 
typically close to 100 m. This is different from DNA chips where the molecules are directly 
deposited onto the solid surface. In our case, the focus position used by the scanner is 
essential and should be assessed, to determine whether it should be at a fixed value for all 
experiments or whether the instrument should be let optimizing it by itself. 

Another problem in this system is also the quantity of antibodies necessary to quantify 
the GST protein. Indeed, in order to exploit the antibody quantitatively, a stoechiometric ratio 
between the antibody and the protein should be used, which would be far too expensive 
owing to the number of proteins on the surface.  

Therefore, a lot of precautions should be taken using the method presented for 
quantitative analyses. Other complementary techniques such as QCM (quartz crystal micro 
balance) should be examined to guarantee a quantitative estimation of the imprinting effect. 

 
 

CONCLUSION 
 
Since its early development more than 20 years ago, the molecular imprinting technique 

has been the subject of tremendous evolutions, from the chemical but also the technical 
standpoint. The first very stiff and poorly accessible MIPS were only able to recognize small 
molecules in organic solvents. This was quite limiting and prevented many applications. 
Since then, many studies have been published to improve the accessibility of the MIPs either 
through the chemistry or through the development of surface MIPs. Another big challenge 
remains the use of MIPs in aqueous systems where interactions are more difficult to control. 
Finally, the use of MIPs as artificial antibodies to selectively interact with proteins is today a 
dream to be reached for chemists and this quest has completely altered some of the formerly 
established rules for a good design of MIPs. To achieve such a goal, it is important to bring 
together several science specialties. The development of nanoarrays of MIPs is a brilliant 
example of this. 
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ABSTRACT 
 

The concept of molecular recognition in supramolecules with different types of 
intermolecular interactions and in some biological processes is discussed. The features 
and manifestations of hydrogen bonding as one of the most important types of 
interactions participating in the molecular recognition are presented in geometric, 
spectroscopic and natural bond orbitals terms. Molecular recognition in co-crystals and 
polymorphs is object of discussion in order to give a general view of this matter in 
different technologies, particularly in the pharmaceutical one. The role of molecular 
conformation and association in solution in predicting crystalline structures is 
investigated. Attention is also given to the molecular recognition in solid/solution 
interfaces in some important processes of crystal growth. 
 
 

1. INTRODUCTION: SUPRAMOLECULAR CHEMISTRY  

AND MOLECULAR RECOGNITION 
 
In nature, a certain number of atoms join together by covalent bonds giving rise to 

molecules. Such bonds, consisting of electron sharing between the atoms involved, withdraw 
their discrete properties from those of the molecules. The quantum mechanical forces 
between the atoms, although varying in a wide range of strengths, are always a few hundreds 
of thermal energy, kT. Furthermore, these bonds are oriented at well defined angles and their 
number is determined by the electronic structure of the atoms. 

Molecules in turn can be assembled into supramolecular structures by other type of forces 
without loosing their individuality. The intermolecular non-covalent bonds are fundamentally 
of electrostatic origin. The lack of a comprehensive theory for these interactions leads to their 
subdivision into different types: ionic, hydrogen bonding, dipole-dipole, dipole-induced 
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dipole, van der Waals interactions, π-π stacking, etc. As a first approximation their energies 
can be calculated by the classical electrostatic laws providing that the spatial distribution of 
the charges are known. All these interactions are much weaker than the covalent ones and 
they are also less specific and more flexible as far as orientation is concerned. 

Supramolecular chemistry encompasses practically all chemical fields and plays a 
fundamental role in the interpretation of chemical and biochemical systems and processes 
[1,2]. Thus, the knowledge of non-covalent interactions between molecules or molecular 
groups has increased exponentially.  

The replication of DNA is possible because the two helical strands are connected by 
hydrogen bonds. The leading motives for the separated strands to template a new 
supramolecule is the structural compatibility allowing the reconstruction of the primitive 
hydrogen bonding network. The protein folding that transforms an inert macromolecule into a 
living polypeptide is the result of internal non-covalent interactions between complementary 
sites. As scientists became familiar with a great number of such phenomena, they were 
encouraged to apply the observed motives to chemical synthesis. The synthesis of crown 
ethers by Pedersen in 1967 [3] initiated a new era in the supramolecular chemistry. The Nobel 
Prize of Chemistry awarded in 1987 to Donald J. Cram, Jean-Marie Lehn and Charles J. 
Pederson was the recognition of the perspectives opened by the research in that pioneering 
time [4]. 

A great number of molecular organic crystals are supramolecules. Let us take β-D-
glucose as an example. A single crystal of this compound is an assembly of molecules 
ordered in such a way that four hydroxyl groups and the oxygen atom of the pyranose ring are 
at 1.69-1.78 Å of the polar groups of neighbour molecules, Figure 1(a). These distances are 
well within the criteria commonly accepted for hydrogen bonding [5]. Three hydroxyl groups 
act simultaneously as hydrogen donor and acceptor; the hydroxyl group connected the 
anomeric carbon as donor and the oxygen of the pyranose ring as acceptor, Figure 1(b). The 
position of the OH group connected to carbon four does not allow its interaction with any 
polar group of a neighbouring molecule. In a crystal, the molecules are self-assembled in such 
a way that the interactions are maximized, leading to a lower energy state of the 
supramolecule. 

Carboxylic acids are strongly associated in solution by interaction of the –COOH groups. 
The hydroxyl of one molecule is the hydrogen donor to the carbonyl of the partner and vice-

versa. The resulting structure is depicted in Figure 2(I). The structure originated by these 
acids in solution has been observed for the first time by Wolf [6] who used the term 
supramolecule to describe the type of structure formed.  

The structure pattern I, also observed in crystals built by molecules containing carboxyl 
groups, is designated as a synthon. This term was introduced by Corey [7] in molecular 
chemistry and it was defined by the author as ―structural units within molecules which can be 

formed and/or assembled by known or conceivable synthetic operations‖. This concept was 

later adapted to supramolecular chemistry by Desiraju [8] by just changing the word 
molecules by supramolecules and synthetic operations by intermolecular interactions. 

Synthon I, the simplest supramolecule of a carboxylic acid, still persists in crystals, a 
rather complex supramolecular arrangement. The synthon is therefore a structural 
characteristic of a supramolecule. It is very useful in crystal engineering as far as it relates the 
molecule to the supramolecule and allows understanding of the structure of the latter.  
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Figure 1. Unit cell of the crystalline structure of β-D-glucose (a) and detail of the intermolecular 
hydrogen bonds established by each molecule (b). 
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Figure 2. Examples of synthons in supramolecular chemistry.  

In Figure 2 are illustrated some common supramolecular synthons. They are called 
homosynthons (I, II and III) or heterosynthons (IV), depending on whether the association 
involves identical or different functional groups, respectively. The NH and OH groups as 
hydrogen bond donors and oxygen and nitrogen as acceptors are important participants in 
many synthons. In some others, there is also the involvement of weak bonds such as CH∙∙∙O 

(III). 
One of the best known supramolecules in biological systems is deoxyribonucleic acid 

(DNA). It is formed by two macromolecular chains that are constituted by nucleotide 
monomers of deoxyribose joined by phosphodiester bridges. Bonded to each deoxyribose 
there is a purine or pyrimidine base. The link between the two DNA strands is established by 
hydrogen bonds between the bases, as illustrated in Figure 3. Cytosine is paired with guanine 
and thymine with guanine. The unaltered structure of the strands stores the genetic 
information that depends on the base composition and sequence. The genetic transmission is 
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due to the possibility that both strands can be separated and no other synthon can be formed 
by the bases besides those just referred. 

 

GC

G C

P

P
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P
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Figure 3. Primary structure of DNA (left) and hydrogen bonds between the guanine-cytosine and 
adenine-thymine base pairs (right). 

The molecules of the amphiphilic compounds such as surfactants tend to be associated in 
aqueous solutions. Even at low concentrations they are self-assembled into micelles. These 
are supramolecules in which the molecules are held together by their non-polar chains, being 
the polar groups in the micelle/water interface. In Figure 4 is depicted a micelle of a negative 
surfactant in a dilute electrolyte aqueous solution. The negative charges at the surface are 
partially neutralized by counter-ions distributed across the particle-solution interface. Since 
the micelle has a colloidal size and the surface possesses an excess of negative charges, 
particle aggregation is avoided and a stable colloidal dispersion is obtained.  

The explanation for this type of structure organization lies in the behaviour of non-polar 
and polar groups towards water. Thermodynamically, the solvation of both groups is 
accompanied by a decrease of enthalpy and entropy. However, while for the polar groups 
|ΔH

0| > |TΔS
0
|, hence ΔG

0
 < 0, for the non-polar ones |ΔH

0| < |TΔS
0
| and ΔG

0
 > 0. 

The unfavourable hydration entropy of the non-polar part tends to reduce as much as 
possible its contact with water. Molecular association accomplishes this target. In the micelle, 
the non-polar chains are associated originating a particle surrounded by solvent molecules. 
An explanation for the behaviour of the non-polar groups in aqueous solutions, either in 
thermodynamics or molecular terms, can be found elsewhere [9,10]. 

Multidentate ligands became the focus of interest after the discovery of macrocyclic 
polyethers, termed crown ethers, by Pedersen in 1967 [3,11]. They consist of a ring 
containing ether groups. The repeating unit in the most common crown ether is the 
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ethyleneoxy group. The crown ethers are ligands of cations forming complexes by interaction 
of the oxygen with the ion located in the interior of the ring (Figure 5). 
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Figure 4. Schematic representation of a micelle formed by an anionic surfactant in a dilute electrolyte 
solution. 

  

K+/18-crown-6 (D3d) Fe2+/porphine (D4h)  

Figure 5. Structures of crown ether/potassium and porphine/iron complexes obtained by gas-phase 
optimization at the B3LYP/6-31G* level of theory. 

Selectivity in complexation is based on the ratio of the radius of the ring and that of the 
ion. Since the ring can be tailored as desired, a diversity of crown ethers can be obtained 
according to the problem in hand. For example, a good complexing agent for the potassium 
ion is 18-crown-6 (18 stands for the number of the atoms of the ring and 6 for the number of 
oxygen atoms). The cavity size of this crown ether (radius 1.3-1.6 Å) is well adjusted to a 
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potassium ion (ionic radius 1.33 Å). This crown ether has a poor selectivity for sodium ion 
(ionic radius 0.95 Å). The adequate ligand for this ion is 15-crown-5 (ring size 0.85-1.1 Å). 

An insight into the interaction between the oxygen and the metal ion can be obtained 
from Natural Bond Orbital Analysis [12,13]. An NBO calculation at the B3LYP/6-31G* level 
of theory reveals that in K+/18-crown-6, electrons from one of the oxygen lone-pairs are 
transferred to a vacant s orbital of the metal ion. Oxygen has two lone-pairs, one that is 
practically pure p and the other that is sp1.31. The latter is that involved in the interaction with 
potassium. The donor-acceptor energy per bond is 5.15 kJ mol-1. The oxygen-metal bond is 
43.27% of s-character and 56,68% of p-character; which means that the iconicity of the bond 
is low. 

Crown ethers find applications in a wide range of chemical operations such as ion 
transport and separations [14,15], chemosensors for ion or neutral analytes detection [16] and 
in phase transfer catalysis [17]. 

Porphyrins are other representative structures of macrocyclic ligands containing four 
pyrrole groups linked by four methine bridges. They represent a remarkable group of ligands 
used as catalysts of oxidation and photooxydation organic reactions. Porphine, the simplest 
member of porphyrins (Figure 5), is able to form complexes with many metals. These 
complexes are particularly important as they constitute the heme group of hemoglobin and 
myoglobin (Fe-porphine) and the basic structure of the chlorophyll molecule (Mg-porphine). 

From the examples of supramolecules just shown we can conclude that packing brings 
the molecular functional groups to positions that fulfil the conditions required for the 
establishment of non-covalent intermolecular bonds. The conditions deal with the 
complementary nature of the groups involved, distance between them and their relative 
orientations. Obviously, the interacting group should be complementary in nature: a 
positively charged group is attached to a negatively charged one; a hydrogen bond is only 
possible if one of the groups is a hydrogen donor and the other a hydrogen acceptor. It is also 
evident that the interaction is only possible if the groups are at a distance within the range of 
the attractive forces to be set up. The mutual orientation of the intervening groups is a very 
important factor and may play a decisive role. The maximum value for the interaction 
between two dipoles is reached when they are parallel and is minimum when they are anti-
parallel. A X–H∙∙∙Y hydrogen bond is only significant on the energetic point of view when the 
angle formed by the three atoms is higher than, say, 110º [5]. Although the dispersion forces 
between the molecules depend on the mutual orientation of the groups, this effect is in general 
insignificant [18] due to the anisotropy of the bond electronic polarizability. 

The interaction between molecules through groups satisfying the conditions enunciated 
above is called molecular recognition. The concept is extended to the interactions between 
groups of the same molecule originating internal bonds.  

Molecular recognition is a basic physico-chemical concept of utmost importance in all 
branches of chemistry. As will be presented later on in this chapter, the role played by 
molecular recognition in recent fields of chemistry with great technological impact reinforces 
the scientific interest for this matter. It is also the key to understanding a great number of 
relevant biochemical processes and provides useful data to design new products in chemical 
and biochemical technologies. 

 
 



Molecular Recognition and Crystal Growth 85 

2. MOLECULAR RECOGNITION BY BIOLOGICAL RECEPTORS 
 

2.1. DRUG ACTION MECHANISM 
 
The cell walls of some biological tissues contain specific groups capable of linking 

molecules of toxins leading to undesirable effects in living organisms [19,20]. These groups 
are called receptors. Chemically, a receptor is a polypeptidic macromolecule containing side 
chains with groups able to bind messenger molecules. There are polar groups that have a 
complementary structure to that of the messenger. 

As an example, the receptors in cardiac tissue interact with catecholamines giving a 
―complex‖ that increases the rate and strength of the heart contraction and consequently the 
blood pressure. The interaction between the S-(+)-epinephrine and a β receptor is schematized 

in Figure 6(a). The phenyl group and the cationic form of the amine are bonded to the aryl 
and carboxylate ion by aromatic stacking and ionic hydrogen bonds interactions, respectively. 
The molecule linked to a receptor giving rise to a pharmacological response is called agonist. 

 

(a)

(b)

(c)
 

Figure 6. Interaction scheme of S-(+)-epinephrine (a) and of R-(-)-epinephrine (b) with a β receptor. (c) 

Interaction of the beta-adrenergic blocker atenolol with the receptor. 

 
R-(-)-epinephrine can also interact with the β receptor but the OH group bonded to the 

asymmetric carbon atom is in such a position that allows its interaction with a hydroxyl group 
of the receptor through a hydrogen bond, Figure 6(b). That is, whilst a two-site agonist-
receptor attachment is not able to discriminate enantiomers, a three-site attachment does.  

The undesirable action of an agonist can be prevented by the presence of a molecule with 
a structure suitable to be linked to the active centres of the receptor available for the 
interaction with the agonist. Two requisites have to be fulfilled: the affinity of the receptor 
towards the molecule of the compound has to be higher than that corresponding to the 
agonist; no nocive effect can be initiated by the compound used. This compound is an 
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antagonist because it occupies the receptor sites, preventing its interaction with the agonist. 
For example, atenolol, 4-[2-hydroxy-3-[(1-methylethyl) amino] propoxy]- benzeneacetamide, 
because of the similitude of the structure of the hydroxylamine moiety with that of 
epinephrine, has an antagonist effect and is a drug used in the treatment of arterial tension. 
The attachment of atenolol to a β receptor is depicted in Figure 6(c).  

Molecular chirality has a great importance in drug action [21]. For example, it is known 
that single-enantiomer formulations can provide greater selectivity for their biological targets. 
For this reason, the pharmaceutical industry has been replacing racemic mixtures for pure 
enantiomeric compounds, racemic switch [22]. In biological systems, the selectivity of a 
receptor for an agonist or antagonist is controlled by molecular recognition that plays a 
fundamental role in the activity of the drug and gives valuable contributions for the design of 
new ones.  

 
 

2.2. SWEETNESS PERCEPTION  
 
Numerous vital processes in living organisms become possible by molecular recognition 

of ligands by biological receptors. Great effort has been made to understand the complex 
mechanism of the ligand-receptor interaction. Just to have an idea about the research going on 
in this field, we leave here a short note about the relationship between the sweet taste and the 
structure of the sweetener. This matter has importance in the discovery of sweeteners by 
reasons of flavour and low calorie value. 

Shallenberg and Acre [23] advanced a theory on sweetness perception according to which 
the molecular recognition is a consequence of two hydrogen bonds established between AH 
and B sites, localized either in the receptor or in the sweetener. The group AH of the 
sweetener is hydrogen donor to B of the receptor and vice versa. AH and B in any of the 
partners should be at 2.5–4.0 Å apart. The AH, B or two-point attachment theory gained 
acceptance and had the merit to arise interest for the sweet chemoreception.  

It was noticed earlier on that this theory was only approximate. So far, it did not account 
for chirality. For example, in most of the aminoacids one enantiomer is sweet and the other 
tasteless or bitter. In some cases both enantiomers are sweet while in others both have a bitter 
flavour [24]. Furthermore, erythritol and threitol are 1,2,3,4-butanetetrol diatereomers in 
which the distance between the OH groups is identical. However, the former is sweet while 
the latter is bitter. The main difference between both structures lies in the configuration of the 
asymmetric carbon atoms: (R,S)- in erythritol and (R,R)- or (S,S)- in threitol. A third site was 
then introduced in the receptor accounting for chirality [25]. In this three-site model the third 
point is localized at 3.5 Å from A, 0.55 Å from B; A and B would be at 2.6 Å apart.  

After intense research activity Nofre and Tinti concluded that the flavour receptor should 
be provided with a set of several interaction sites and proposed a multi-point-attachment 
(MPA) theory [26]. In humans, a set of eight sites, corresponding to the same number of 
aminoacids, and designated as B, AH, XH, G1, G2, G3 and G4 and D were admitted. All 
recognition sites but D can be unfolded into two interaction points or subsites, as the receptor 
is activated by a sweetener. The interaction sites, interaction points, recognition sites, as well 
as the type of interactions are indicated in Table 1.  
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Table1. Sweetener interaction sites, interaction points, interactions and receptor 

recognition sites [27]. 

 
Interaction Sites Interaction points Interactions Recognition sites 
B B1 

B2 
Ionic and/or 
H-bonding 

Lys 

AH AH1 
AH2 

Ionic and/or 
H-bonding 

Asp/Glu 

XH XH1 
XH2 

Ionic and/or 
H-bonding 

Asp/Glu 

G1 G1 
E1 

Steric 
H-bonding 

Thr 

G2 G2 
E2 

Steric 
H-bonding 

Thr 

G3 G3 
E3 

Steric 
H-bonding 

Thr 

G4 G4 
E4 

Steric 
H-bonding 

Thr 

D D H-bonding Ser/Thr 
B1 and B2 are assumed to be the hydrogen atoms of lysine ε-NH3

+ group. AH1, AH2, XH1 and XH2 
the oxygen atoms of the carboxylate group of aspartic or glutamic acids. E1, E2, E3 and E4 are OH 
groups of CH3CHOH of threonine residue side chains. G1, G2, G3 and G4 are the methyl groups 
of the side chain of threonine residue. D can be the side chain of a serine (CH2OH ) or threonine 
(CH3CHOH). 
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Figure 7. Sweetener-receptor molecular recognition in man. Top: Receptor fragment in rest; Bottom: 
After interaction with sweetener. 

A fragment of the receptor at rest is shown in Figure 7. The sites are interconnected, 
particularly through hydrogen bonds. When the receptor is activated by the sweetener these 
bonds are broken and the groups are released and able to recognize the subsites of the sweet 
molecule. 
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According to Nofre and Tinti theory, the interaction between erythritol and the receptor is 
sketched in Figure 8. An identical picture is suggested for glucose, a B1, B2, AH1, AH2, 
XH1 and XH2 – type sweetener involving the OH groups 1 to 4. The sweetener molecule is 
recognized by three sites of the receptor and six hydrogen bonds are established between both 
entities. In sucrose, besides an identical recognition regarding the glucose unit there are four 
E, G pairs of sites accounting for the interaction with the pentose moiety [27].  
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Figure 8. Molecular recognition of erythritol by the taste receptor. 

 
3. HYDROGEN BONDING IN MOLECULAR RECOGNITION 

 
As shown throughout this chapter, molecular recognition is accomplished by different 

types of forces according to the nature of the interacting sites. However, hydrogen bonding is 
by far the most frequent interaction. Indeed, the molecules of many organic compounds have 
polar groups capable of acting as a hydrogen donor or acceptor. Furthermore, the intermediate 
position of hydrogen bonding regarding the properties of the different types of interactions 
reinforces its importance. The knowledge of the main features of hydrogen bonding is 
therefore very useful in the study of molecular recognition. For this reason, this section is 
devoted to this type of interaction and to its detection by infrared spectroscopy. 

 
 

3.1. GENERAL FEATURES OF HYDROGEN BONDING 
 
A conventional hydrogen bond may be described as an attractive interaction between a 

hydrogen connected to an electronegative atom (X) and a lone-pair bearing atom (Y). This 
interaction can be represented as follows: 

 
X–H + :Y → X–H∙∙∙:Y 
The energy of the cluster resulting from the hydrogen bond is stabilized by resonance 

effect: 
 
X–H ∙∙∙:Y ↔ :X

–
∙∙∙H–Y

+
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Using a Natural Bond Orbital (NBO) language [12,13], the complex formed by the 
establishment of a hydrogen bond results from an electron delocalization from a filled orbital 
(lone pairs of Y) to the antibonding X–H orbital (ζ*XH). This effect can be considered as an 

electronic donor–acceptor process represented by n(Y)→ζ*XH. The energetic stabilization 
due to this donor–acceptor interaction can be estimated by second-order perturbation theory, 
providing an estimation for the hydrogen bond strength [12,13]. It is to be noted that the 
electron donor corresponds to the hydrogen acceptor group in the classical description and the 
electron acceptor to the hydrogen donor group. In Figure 9 is displayed the most stable 
conformer of 1,4-butanediol. This structure is stabilized by an OA–H∙∙∙OD intramolecular 
hydrogen bond [28,29].  

The lone pair, n(OD), of the oxygen atom of higher p-character interacts with the 
antiligant orbital of the OAH bond, ζ*OAH. The overlap of both orbitals is quite perceptible in 
Figure 9. The stabilizing energy of the intramolecular hydrogen bond, calculated by second 
order perturbation, amounts to -42.8 kJ mol-1, value high enough to bend the molecular 
backbone into a seven-member ring conformation.  

 

OD

OA

H

OA

OD

(a) (b)
 

Figure 9. (a) 3D view of the of the preorthogonalized NBOs in the most stable conformer of 1,4-
butanediol, showing the overlap of the stronger donor lone pair of the electron donor oxygen with the 
ζ*OAH orbital. (b) Contour plot of both orbitals in the ODHOA plane. 

The n(OD)→ζ*OAH electron transference originates a rehybridization/repolarization of 
the ζOAH orbital, that in turn induces a variation of the hydrogen atom charge. To explain 
this variation in the case we are dealing with, let us consider the composition of ζOH and 
ζ*OH orbitals in terms of hybrid orbital components when the group is free and when it is 
bonded. The hybrid composition of the free ζODH = 0.8581(sp3.71)O + 0.5135(s)H and ζ*OH 
= 0.5135(sp3.71)O - 0.8581(s)H. The establishment of the hydrogen bond leads to the following 
hybrids‘ composition: ζOAH = 0.8681(sp3.20)O + 0.4963(s)H and ζ*OAH = 0.4963(sp3.20)O - 
0.8681(s)H. The ζOAH orbital is repolarized towards the oxygen atom (the polarization 
coefficient increases from 0.8581 to 0.8681) and the p-character of the oxygen atom 
decreases from 78.65 to 76.05%. This repolarization reduces the electron population at the 
hydrogen atom by (2e)[(0.5135)2-(0.4963)2)]=0.034e. On the other hand, the charge 
transference to the ζ*OH orbital increases the electron population at the hydrogen atom by 
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0.025e (0.8681)2 = 0.019e, where 0.025e is the occupancy of the ζ*OAH orbital. Therefore, 
the net electron population reduction at the hydrogen atoms is 0.015e. This is in agreement 
with the fact that the natural charge for the hydrogen atom involved in the hydrogen bond is 
+0.491, whereas that of the free OH group is +0.469. The charge increase of the hydrogen 
atom is, therefore, a manifestation of its participation in a hydrogen bond. 

The NBO theory provides a suggestive and useful description of the hydrogen bond. Due 
to the s-character of the hydrogen atom and non-existence of an internal core in this atom, the 
H-terminus of the ζ*XH orbital is a nodeless spherical lobe of high amplitude. These features 
confer to this bond the unique character that we have been emphasizing. Indeed, the ζ*XH 
orbital is capable of overlapping with the lone pair orbitals of Y in a wide range of directions 
around the X–H axis. That is, the hydrogen bond has maximum overlap along the H–X 
direction but also exhibits significant overlaps in directions with pronounced deviations from 
this axis [12]. Moreover, the charge transference from the lone pair of Y to the antibonding 
ζ*XH orbital increases the occupancy of this orbital, which causes the weakening of the 
covalent XH bond and consequently its elongation. This explains some geometrical and 
spectroscopic manifestations of the hydrogen bonding.  

From the geometrical point of view, hydrogen bonding is characterized by an increase of 
the X–H length relatively to a free X–H bond. Also, the H∙∙∙Y distance is shorter than the sum 

of the van der Waals radii of the H and Y atoms, and X–H∙∙∙Y angle that allows the orbitals to 

overlap. The following geometrical criteria are commonly used in the hydrogen bonding 
diagnostic: H∙∙∙Y distance smaller than 3.0 or even 3.2 Å and X–H∙∙∙Y angle higher than 110º 

[5,30]. Certainly, these cut-off limits are arbitrary as the hydrogen bond energy varies from > 
63 kJ mol-1 for strong bonds to very low values that are hardly distinguishable from a van der 
Waals interaction [31]. 

So far we have been considering a hydrogen bond established between uncharged donor–
acceptor groups. However, hydrogen bond systems in which one of the pairs is charged are 
quite frequent. One example is betaxolol hydrochloride (Figure 10), a drug used as β-
adrenergic antagonist in cardiovascular diseases and glaucoma treatment. To increase its 
solubility, it is available as hydrochloride. 

The X-ray diffraction analysis shows that each chloride ion establishes three 
intermolecular hydrogen bonds: two of them with the NH2

+ and OH groups of the same 
molecule and the other with the NH2

+ group of a second molecule [32]. A detail of the 
hydrogen bond network in the crystalline structure of betaxolol hydrochloride is shown in 
Figure 10(b). They are hydrogen bonds as the hydrogen atoms of the donor groups participate 
in the bonds. The presence of the charges increases the bonds strength and for this reason they 
are called ionic hydrogen bonds or charge assisted hydrogen bonds [33,34]. This type of 
hydrogen bond is frequent in biological media since the polar groups of many biomolecules 
have acid-base behaviour and may be ionized at the physiological pH. 

Weak interactions such as N–H∙∙∙π, O–H∙∙∙π, C–H∙∙∙ O and C–H∙∙∙π, that may play a role 

in protein folding, protein-ligand recognition and enzymatic activity, are considered as 
hydrogen bonds by some authors [31].  
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Figure 10. Structure of betaxolol hydrochloride (a) and detail of intra and intermolecular hydrogen 
bonds in the crystalline structure (b). For visualization simplicity only the molecular fragments of 
molecules 1 and 2 involved in hydrogen bonds are shown. 

 
3.2. INFRARED SPECTROSCOPY AND HYDROGEN BONDING 

 
Infrared spectroscopy is a very useful method for identification and characterization of 

hydrogen bonding. This interaction affects the bands corresponding to the participating 
groups, particularly those of the X–H donor group. The stretching vibration modes of this 
group are very sensitive to hydrogen bonding and therefore the corresponding absorption 
bands localized in the 4000-2500 cm-1 spectral region give valuable informations about this 
interaction. Useful data can also be obtained from the bands assigned to the bending vibration 
modes (<1600 cm-1). However, in this spectral region, one can find bands of practically all 
molecular groups, making band assignment a very hard task. Our ongoing discussion about 
the infrared as a tool to study hydrogen bonding is confined to the analysis of the stretching 
region of the functional groups.  

The interaction of the donor X–H and the acceptor Y is accompanied by the elongation 
and weakness of this bond. The corresponding stretching vibration band is then shifted to 
lower frequencies (red shift) relative to its position when X–H is free. The dipole moment of 
X–H is modified by hydrogen bonding owing to the elongation and repolarization of the bond 
as explained before. Since the intensity of an infrared absorption band is proportional to the 
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derivative of the dipole moment with respect to the normal coordinate that describes the 
vibration, the band intensity is drastically increased by this interaction [35]. Effort has been 
made to correlate shift and intensity with the enthalpy of the bond and various equations have 
been proposed [36-38].  

In short, a hydrogen bond manifests itself in the stretching vibration spectra by a red shift 
of the X–H band and an increase of its width and intensity (area under the band profile).  

In compounds with more than one functional group, the spectral interpretation is difficult 
due to the bands overlapping. Often, band assignment is made even more difficult by the 
Fermi resonance effect. Vibrational anharmonicity gives rise to bending overtones or 
combination bands whose frequency is close to the fundamental stretching vibration band. 
The coupling between the overtone or combination band and the fundamental one originates 
two bands at higher and lower frequency relatively to that expected for the fundamental band. 
This phenomenon is known as the Fermi effect and renders the spectra more complex. 

Let us exemplify the methodology used in the characterization of overlapped bands by 
considering erythritol (Figure 11). At 298.15K, the infrared spectrum of the solid compound 
reveals the existence of three broad overlapped bands in the 3800-2500 cm-1 spectral region, 
Figure 12(a): one maximum at around 3250 cm-1 and two shoulders at higher and a lower 
frequencies [39].  

 

O1

O2

O3

O4
C1

C2

C3

C4

 

Figure 11. Structure of erythritol including atom numbering.  

Since the bands become narrower as temperatures decrease, the first step to simplify the 
band assignment is to obtain a spectrum at a lower temperature, Figure 12(b). Four bands 
have been identified in this spectral region and by peak-fit analysis their maxima were located 
at 3373, 3234, 3190 and 3124 cm-1, Figure 13(a).  

The H/D isotopic substitution is a common procedure to help in band assignment. Since 
the mass of the deuterium is twice as much as that of hydrogen, the stretching frequency of 
the OD band is 1/√2 times that of the corresponding OH band. Figure 13(b) displays the 
spectrum of deuterated erythritol obtained at 15 K in the OD stretching region. Comparing the 
spectra registered before and after deuteration one can conclude that three bands in the OH 
region were shifted to frequencies expected from H/D substitution, keeping their relative 
intensities. Therefore, these bands are unequivocally assigned to the OH stretching vibrations. 
The band located at 3373 cm-1 is not present in the OD region which means that it does not 
correspond to any deuterable group. Very likely, it is a result of a Fermi resonance effect. 
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Figure 12. Experimental spectra of solid erythritol dispersed in a KBr pellet at 298.15 K (a) and 15 K 
(b) and calculated spectrum of the isolated erythritol molecule existent in the crystalline structure at the 
B3LYP/6-311++G** level of theory (c). 

 
To estimate the strength of the intermolecular hydrogen bonds using the empirical 

correlation that relates the red shift with enthalpy [38], one has to know the stretching 
frequency of a free OH group. This value can be obtained from the experimental spectrum of 
the compound dissolved in an inert solvent or isolated in a noble gas matrix at very low 
temperatures. Alternatively, it can be obtained from the theoretical spectrum of the isolated 
molecule. In the present case, the calculated spectrum of the isolated erythritol molecule 
retaining the crystalline conformation was used. This spectrum, Figure 12(c), exhibits two 
bands: one centred at 3652 and the other at 3615 cm-1, corresponding to the stretching 
vibration of the terminal and middle OH groups, respectively. Applying the empirical 
correlation to the data observed for the spectra at 15 K, values between 27 and 31 kJ mol-1 
have been estimated for the enthalpy of hydrogen bond formation. 

We can achieve deeper insight into the OH band assignment providing we have single 
crystal diffraction data as happens with erythritol. A neutron diffraction study shows that 
erythritol adopts two conformations in the crystalline structure, labelled as A and B, and three 
intermolecular hydrogen bonds can be identified [40]. Conformation A corresponds to that 
represented in Figure 11. The two conformations differ from one another just in the positions 
of the hydrogen atoms connected to O2 and O3. Assuming that a lower H∙∙∙O distance and 

higher O–H∙∙∙O angle corresponds to a larger red shift, which is quite a plausible assumption, 
a complete assignment of the OH stretching bands can be made (Table 2).  
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Figure 13. Result of the peak-fit analysis in the OH (a) and OD (b) stretching regions of the 
experimental spectrum of erythritol at 15 K. 

 
Table 2. Correlation between the spectroscopic and structural data in erythritol. 

 
Hydrogen bond H∙∙∙O distance /Å O–H∙∙∙O angle /º ν (OH)/cm-1 
O3–H∙∙∙O2 or O2–H∙∙∙O3 (Conf. A) 1.85 163.9 3234 
O3–H∙∙∙O2 or O2–H∙∙∙O3 (Conf. B) 1.79 164.5 3190 
O1–H∙∙∙O4 or O4–H∙∙∙O1 1.70 173.2 3124 

 
 

4. CO-CRYSTALS 
 
A co-crystal is a supramolecule containing two or more components together. The 

designation is matter of some controversy regarding the term and the need to introduce it into 
science [41,42]. Almarsson and Zaworotko [43] proposed the following definition of co-
crystal: ―Multi-component crystal in which two or more molecules that are solid under 
ambient conditions coexist through a hydrogen bond‖.  

One example of a co-crystal is quinhydrone, a supramolecule containing hydroquinone 
(benzene-1,4-diol) and quinone (p-benzoquinone) in 1:1 stoichiometry. It can exist in a 
monoclinic and triclinic modifications [44]. In both crystallographic forms the component 
molecules are linked by OH∙∙∙O and CH∙∙∙O hydrogen bonds.  

In the monoclinic supramolecule the intermolecular OH∙∙∙O bonds give linear chains 
interconnected by CH∙∙∙O bonds (Figure 14). The triclinic structure differs from the 

monoclinic one in the relative orientation of the adjacent chains forming sheets parallel to 
(001) [45]. 

In aqueous solution quinhydrone gives equimolecular quantities of hydroquinone and 
quinone, an oxidation/reduction pair. It can be used as electrode to measure pH attending to 
the acid/base behaviour of hydroquinone and to well-defined quantities of the oxidant and 
reductor present in solution [46]. 
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Figure 14. Structure pattern of monoclinic quinhydrone. 

 
Potential applications of co-crystals in different technological fields to improve the 

properties of various substances have been described but it is in the pharmaceutical industry 
where they find a higher number of applications. A pharmaceutical co-crystal consists of an 
active pharmaceutical ingredient (API) and a co-crystal former. The last component may be 
an excipient, another drug or any other acceptable substance. Both components of the co-
crystal are neutral molecules liked by non-covalent intermolecular bonds [47].  

Pharmaceutical technology pays particular attention to drug formulation. It should have a 
higher bioavailability. For a drug substance administered as oral dosage form the 
bioavailability is the fraction of the amount administered that reaches the site of physiological 
activity. It depends on several properties such as solubility, the dissolution rate and its 
permeation through the biological membranes [48]. Solubility and permeation are the 
properties used by the U.S. Food and Drug Administration as basis of the Biopharmaceutical 
Classification System (BCS) [49]. 

To fulfil these demands the API is in some cases formulated as salt, solvate, clathrate, or 
inclusion crystal. Co-crystals are an extension of the list of pharmaceutical formulations that 
are being explored. The molecular structure of the API is not modified but the physical 
properties of the co-crystal may be improved relative to those of the single API. For example, 
an insoluble compound with pharmaceutical interest may be available as an adequate co-
crystal. Also, an amorphous may be transformed into crystalline during the co-crystallization 
process.  

In order to have an overview regarding pharmaceutical co-crystal assembly, we select 
carbamazepine [CBZ, 5H-dibenzo (b,f) azepine-5-carboxamide, Figure 15(a)] owing to its 
potentiality to generate co-crystals [50]. CBZ is a drug used to treat epilepsy and trigeminal 
neuralgia. One of the multiples examples of co-crystals originated by CBZ is that formed with 
saccharin [SAC, Figure 15(b)], a synthetic sugar. Two structure modifications may exist: one 
is monoclinic and the other triclinic [51]. In the monoclinic co-crystal two inverted CBZ 
molecules are linked by a carboxamide supramolecular homosynthon leaving the peripheral 
N–H groups available as hydrogen bond donors to the S=O group of SAC [Figure 15(c)]. The 
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NH of SAC is hydrogen bonded to the anti carbonyl group of CBZ. Between two CBZ dimers 
there are two SAC molecules interconnected by CH∙∙∙O bonds [Figure 15(e)]. 

 

(a) (b)

(c) (d)

(e) (f)
 

Figure 15. Carbamazepine-saccharin co-crystals. (a) and (b): molecular structures of API and co-crystal 
former; (c) and (d): supramolecular synthons; (e) and (f): detail of monoclinic and triclinic co-crystal 
structures. 

The other type of structure consists of a heterosynthon established between CBZ and 
SAC as depicted in Figure 15(d). An additional hydrogen bond is set up between a NH of 
CBZ and the S=O of SAC giving chains growing along the crystallographic c-axis, Figure 
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15(f). Besides those just referred, other supramolecular synthons are generated by CBZ with 
other co-crystal formers [52,53].  

 
 

5. POLYMORPHISM 
 
Organic compounds can be present under more than one crystalline form. This 

phenomenon is called polymorphism and has been the object of great interest for the last fifty 
years in various technologies such as in pharmaceutical, food, dyes and pigments, explosives, 
etc [54-57]. Among all of these application fields, the practical interest of polymorphism is to 
obtain the most adequate crystalline form for the desired purposes. On the thermodynamic 
point of view, for a certain compound, only the lowest energy polymorph is stable. However, 
some of the thermodynamically unstable forms may have a high energy barrier into the most 
stable form, remaining as metastables for a long period of time.  

One example of polymorphism is L-glutamic acid which can exhibit two polymorphs, 
commonly labelled as α and β (Figure 16). The latter is the stable form. The difference 
between both polymorphs lies in the conformation of their backbone defined by the C1-C2-C3-
C4 and C2-C3-C4-C5 dihedrals. The values of these dihedrals are 59.2, 68.3º in form α [58] and 
-171.1º, -73.1º in form β [59]. As can be seen in Figure 16 the molecular backbone of the 
metastable form is bent whereas in the stable form it is more distended. 

 

 

Figure 16. Molecular conformations of polymorphs α (a) and β (b) of L-glutamic acid in the 
zwitterionic form. 

Both polymorphs crystallize in the orthorhombic space group with four molecules in the 
unit cell [58,59]. In both crystalline structures the molecules are in the zwitterionic form and 
all polar groups participate in intermolecular hydrogen bonds: the OH and NH3

+ groups as 
donors and the carbonyl oxygen of the carboxylic and the carboxylate groups as acceptors. 
An OH∙∙∙OCO

– hydrogen bond originates chains which are interlinked by N–H∙∙∙OCO
– bonds 

yielding a three-dimensional structure. A detailed scheme of the hydrogen bond network 
found in both polymorphs is displayed in Figure 17 and the values of the hydrogen bond 
parameters are given in Table 3.  
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Table 3. Geometrical parameters of the intermolecular hydrogen bonds network 

existing in the crystalline structures of α and β polymorphs of L-glutamic acid. 

 

H-bond Form α   Form β 
H∙∙∙Y X∙∙∙Y X–H∙∙∙Y  H∙∙∙Y X∙∙∙Y X–H∙∙∙Y 

N–H∙∙∙O1 1.774 2.785 111.7  – – – 
N–H∙∙∙O1

‘ 1.794 2.823 168.8  1.845 
1.868 

2.868 
2.888 

167.8 
166.9 

N–H∙∙∙O5
‘ 1.926 2.895 154.9  1.895 2.919 174.1 

O5–H∙∙∙O1 – – –  1.475 2.519 171.3 
O5–H∙∙∙O1

‘ 1.568 2.518 169.3  – – – 
 

 

Figure 17. Molecular recognition pattern in the crystalline structures of α (left) and β (right) 

polymorphs of L-glutamic acid. The circled molecular groups belong to the same central molecule. 

In general, the molecular recognition pattern in both polymorphs is of the same type. The 
most significant difference lies in the hydrogen bonds involving the carboxylate group. While 
in form α two NH3

+ groups are bonded to different carboxylate oxygen atoms, in form β they 

are bonded to the same oxygen atom. 
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All hydrogen bonds have favorable directions and are reinforced by the positive or 
negative charges of the amine or carboxylate groups. Indeed, the short X∙∙∙Y and H∙∙∙Y 

distances indicate strong hydrogen bonds in the two polymorphs (Table 3). 
One of the technological fields where polymorphism is particularly relevant is in the 

pharmaceutical industry. The search for drugs with high bioavailability, suitable for the 
desired formulation and stable for shelf life, is an important goal of this industry. These 
properties are emphasized through the examples that follow. 

Chloramphenicol palmitate (Figure 18), a broad-spectrum antibiotic, may exhibit three 
polymorphs designated as A, B and C [60-62]. A, is the stable form, B, is metastable and C, is 
unstable and it is quickly transformed into B. The structure of the stable modification has 
been studied by X-ray diffraction [63] and vibrational spectroscopy [63,64]. Regarding form 
B, its X-ray powder diffraction pattern shows essentially a lack of long-range order relatively 
to A [65].  

 

 

Figure 18. Chloramphenicol (2,2-dichloro-N-[(1R,2R)-2-hydroxy-1-(hydroxymethyl)-2-(4-
nitrophenyl)ethyl]acetamide) palmitate. 

The drug is formulated as palmitate because chloramphenicol has a pronounced bitter 
taste while the ester is tasteless. To be active, it needs to be liberated from the esther form. 
This happens with polymorph B that is hydrolyzed by enzymatic action in the small intestine. 
Conversely, polymorph A is not recognized by the enzyme and its solubility is too low, as 
well as its bioavailability. Because of the bioavailability difference between the two 
polymorphs, the drug formulation should not contain more than 10% of polymorph A.  

From the available structural data one can conclude that the difference between both 
polymorphs lies in the strength of the main intermolecular interaction in the self-assembly of 
chloramphenicol palmitate, O(3)–H∙∙∙O(1), stronger in A than in B. Thus, the reaction of the 

former polymorph with the enzyme is too slow to release a significant amount of 
chloramphenicol. The difference between the therapeutic efficiency of the two polymorphs, 
discovered by Aguiar et al. in 1967 [61], is an historical event in polymorphism and called the 
attention to the practical interest of this phenomenon. 

Another reason to obtain a certain polymorph lies in its improved properties for 
formulation. Paracetamol (acetaminophen, Figure 19) is a widely used analgesic and 
antipyretic. Three polymorphic forms have been identified [66]: one stable (form I), another 
metastable (form II) and a third one that is unstable and only detected under certain 

http://en.wikipedia.org/wiki/Analgesic
http://en.wikipedia.org/wiki/Antipyretic
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conditions (form III) [67]. X-ray diffraction studies show that the stable form is monoclinic 
while the metastable belongs to the orthorhombic system [68-70].  

 

 

Figure 19. Paracetamol (acetaminophen). 

The molecular recognition in the formation of the crystalline structures occurs through 
N–H···OH and O–H···O=C intermolecular hydrogen bonds. The spectroscopic 
characterization of these interactions, based on the stretching vibration of the donor groups, is 
given in Table 4 [71]. The higher stability of form I is due to the stronger O–H···O=C 
intermolecular hydrogen bond. 

 
Table 4. Frequency of the NH and OH stretching vibrations in the paracetamol 

polymorphs. 

 
Polymorph ν (OH)/cm-1 ν (NH)/cm

-1 
I 3160 3324 
II 3205 3325 

 
Both types of intermolecular hydrogen bonds form chains, which in turn are structured in 

plated sheets, stacked together by van der Waals forces. The molecular sheets are flat and thin 
in the orthorhombic modification and rather rough and thick in the monoclinic form. This 
structural difference gives the polymorphs a different behavior as they are compressed. Form 
I breaks by brittle fractures whereas form II exhibits a certain plasticity [70]. In the latter, the 
adjacent sheets linked by weak interactions are slip planes when the crystal is compressed. 
This feature is technologically advantageous because this form can be tableted by direct 
compression, unlike form I that needs a binding agent. However, the product available in the 
market is prepared from I because it is easily obtained from crystallization in different 
solvents [68,72,73]. Conversely, no adequate method has yet been developed to prepare form 
II on an industrial scale [67]. Research is going on to reach this target, a step ahead to 
simplify the formulation of this drug. 

Structure stability is surely an essential requirement for the practical interest of 
polymorphism. Any structural modification of a drug during its shelf-life is not acceptable. 
This is a matter deserving particular attention as many polymorphs used as drugs are 
metastable forms. An elucidative example of the importance of the structural stability of a 
polymorph is the ritonavir story. This drug is used in the treatment of patients infected with 
immunodeficiency virus type 1 (HIV-1). The product was launched in the market in 1996 in 
semi-solid capsules formulation. Less then two years later it was observed that some batches 
of capsules began failing the dissolution requirement. A large amount of the drug was 
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precipitating out of the semi-solid product. After investigation, it was found that a new 
polymorph (form II), with a solubility five times lower than that of form I has been formed 
[74]. Research carried out later showed that polymorph II was more stable than polymorph I 
but did not crystallize except in highly supersaturated solutions. After intense research a new 
formulation was developed and the drug was reintroduced to the market. 

 
 

6. MOLECULAR RECOGNITION IN SOLUTION  

AND  CRYSTAL STRUCTURE 
 
Despite great advances in computational science, it is not yet possible to predict the 

structure of a crystal from that of a molecule. A great deal of research has been done from the 
early 1990‘s [75]. Most of the work has been performed on simple and rigid molecules but a 
complete structure prediction is not possible at the moment [76]. The computer is a valuable 
tool in structure prediction when it is used in combination with other techniques. Applying 
the Monte Carlo method to study powder diffraction data, Harris et al. [77] succeeded in 
determining the structure of some crystalline compounds. Blagden and co-workers [78] used 
the structure predictions for the 2-amino-4-nitrophenol to evaluate the packing modes and 
selected the solvents to promote the hydrogen bond network capable to stabilize a certain 
form.  

Experimentally, a method commonly used to obtain polymorphs is crystallization from 
solvents or from melts. This fact requires knowledge of the molecular recognition in solution 
during the stages of crystal growth. The crystallization process can be understood as a balance 
between the molecular attractions that join the molecules together in a new phase and the 
creation of an interface between the two phases. The Gibbs energy variation per volume unit 
(Δg) is negative because the intermolecular forces in the second-phase are stronger than in 
solution. On the contrary, work has to be done to create an interface. The overall Gibbs 
energy variation corresponding to the molecular aggregation admitting a spherical geometry, 
can be written as: 

 

 23  4 
3

4
rgrG   (1) 

 
where r is the particle radius of the aggregate and γ the interfacial tension. The first is called 
the volume term and the second the interfacial term [79,80].  

The variation of ΔG with the particle radius, ∂(ΔG)/∂r, depends on the size of the 
particle. For small size particles ∂(ΔG)/∂r is positive (interfacial term is dominant), while for 
larger sized particles it is negative (the volume term is dominant). The maximum value of ΔG 

as function of r, ∂(ΔG)/∂r = 0, gives the critical value for the radius (r*), expressed by r* = -
2γ/Δg. This is a meaningful parameter in crystal growth from solution. In fact, aggregates 
with r < r* tend to redissolve while those with r > r* grow irreversibility towards the crystal. 
Hence, molecular aggregates with r = r* are the embryo or nucleus of the solid phase. ΔG for 
r = r* is given by ΔG* = 16πγ

3
/3(Δg)

2
. The variation of ΔG with r is shown in Figure 20. 
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Figure 20. Variation of the total Gibbs energy, as well as the surface and volume terms as function of 
the particle size. 

The screening of polymorphs by crystallization is a time-consuming method. Despite the 
knowledge of the molecular structure of the compound under investigation and the variety of 
solvents that can be used, and, moreover, the rules deduced from the accumulated data 
supplied by other systems, it is matter of experience. Crystallization is, therefore, a trial-and-
error procedure. To save time, high-throughput methods have been developed allowing a 
large number of experiments to be processed simultaneously employing small amounts of the 
solid under investigation. The new phase is detected and characterized in situ by physical 
methods, as X-ray diffraction and Raman spectroscopy [81]. These automatic and monitored 
processes may be a useful guide but do not dispense the manual operations because the results 
they provide do not reach the quality of those obtained from individual experiments.  

Crystallization can be considered as comprising the following stages: 
 
Molecule → molecular aggregates → nucleus → crystal 
 
Considering the importance of the nucleus as the birth of the generated solid forms, two 

main events are usually considered: from the molecule to the nucleus (nucleation) and from 
this to crystal (crystal growth).  

A relevant question arises in respect with molecular recognition and that is whether or not 
the same pattern persists from the formation of the molecular aggregates to the final crystal 
form. In affirmative cases, the crystal structure can be inferred from the structure existing in 
aggregates of a few molecules, say a dimer. Since these structures can be studied by various 
methods including the computational ones, its study is on open door to investigate the 
crystalline forms. This is a matter that will be the object of discussion based on the results 
obtained for the crystallization of terfenadine from solvent carried out in the authors‘ research 

group. 



Molecular Recognition and Crystal Growth 103 

Terfenadine, 1-(4-tert-butylphenyl)-4-[4´-(diphenyl-hydroxymethyl)-1´-piperidyl]butan-
1-ol (Figure 21), was formerly used for allergy treatment as an antagonist of the H1-receptor. 
Late in 1980s, because of the risk of cardiac arrhythmia, it was superseded by the metabolite 
fexofenadine. 

Terfenadine prepared from solution results in various polymorphic forms being produced. 
A detailed study of crystallization in different media and using different techniques has been 
undertaken [82-85]. To have an idea of the type of molecular recognition that determines the 
self-assembly of terfenadine in solution, the study started by a molecular dynamics simulation 
of terfenadine monomers and dimers in gas phase, and in ethanol and methanol solutions [85], 
two commonly used solvents for terfenadine crystallization. 

 

1 2

3
 

Figure 21. Molecular structure of terfenadine. Numbers represent the three polar sites of this molecule. 

It is expected that terfenadine aggregation would be essentially determined by inter- and 
intramolecular hydrogen bonds, involving the three polar sites labelled in Figure 21. The 
bond criteria was based on the distance between the hydrogen atom and the acceptor group 
(Ri,j). Ri,j ≤ 2.5 Å denotes a clearly formed hydrogen bond, while Ri,j ≥ 4.0 Å indicates that no 

inter- or intramolecular hydrogen bond is found to exist. Hydrogen bonds were further 
characterized by their persistence time (pi,j), being the ratio between the time during which 
the bond is established (ti,j) and the total simulation time (ttotal), pi,j = ti,j / ttotal. 

The results obtained for the persistence of the O–H∙∙∙N intramolecular hydrogen bond 
(sites 2 and 3 of Figure 21) for the monomer and dimer of terfenadine are shown in Table 5. 

 
Table 5. Persistence of the N–H∙∙∙O intramolecular hydrogen bond for the monomeric 

and dimeric structures of terfenadine in different media [85]. 

 

Media pi,j (Ri,j ≤ 2.5 Å) 
Monomer Dimer 

Gas phase  0.262 0.117 
Methanol 0.018 0.005 
Ethanol 0.002 0.000 

 
This interaction is relatively frequent in the gas phase monomers. However, its 

persistence is diminished by the solute-solvent interactions. It is worth noting the difference 
between methanol and ethanol. The persistence time of the intramolecular hydrogen bond is 
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higher in methanol than in ethanol. The persistence of this interaction also decreases as a 
consequence of the intermolecular bonds between the monomers to originate dimers.  

Regarding the intermolecular hydrogen bonds involved in the formation of dimers, their 
persistence times are summarized in Figure 22. Practically, all polar groups work as 
recognition active centres, with a preference for sites 3 and 1. In gas phase the persistence of 
the bond 1-3 (head-to-tail) is higher than that of bond 1-1 (head-to-head). The same sequence 
occurs in ethanol, whereas the reverse is found in methanol. These two main types of 
intermolecular hydrogen bonds are represented in Figure 23.  
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Figure 22. Persistence of the intermolecular hydrogen bonds between sites 1, 2 and 3 for the terfenadine 
dimer in gas phase, methanol and ethanol.  

3

1
1

1

 

Figure 23. Snapshots of a molecular dynamics simulation of the gas phase terfenadine dimer showing 
the establishment of the two main intermolecular hydrogen: 1-3 (left) and 1-1 (right).  

Considering that solvation competes with the solute self-association, the persistence of 
both interactions decreases considerably from the gas phase to ethanol or methanol solutions. 
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The two solvents show a different behaviour in respect to the most predominant interactions: 
bond between sites 1 of the two monomers is the most relevant in methanol while that 
involving sites 1 and 3 prevails in ethanol.  

The results of the molecular dynamics simulations also provide important data on the 
type of molecular conformation exhibited by terfenadine in solution. In ethanol the molecules 
adopt preferentially a stretched backbone, whereas bent and stretched conformations co-exist 
in methanol solution. Therefore, methanol should favour the formation of more disordered 
solid state structures relatively to ethanol.  

Temperature has a marked influence in the relative persistences. In methanol, at 25ºC, the 
persistences of the 1-1 and 1-3 bonds have close values while at 100ºC the persistence of the 
first decreases drastically relative to the second [82]. 

To compare the data obtained for the dimer formation with the polymorphism exhibited 
by terfenadine, a large number of specimens of this compound were prepared by 
crystallization from different solvents under different experimental conditions. The specimens 
were studied by differential scanning calorimetry. Three polymorphs have been identified and 
characterized by their fusion temperatures [83]: Form I (150.2 ± 0.1ºC), Form II (147.5 ± 
0.3ºC) and Form III (146.2 ± 0.4ºC). By rule, the harvest of the crystallization is a mixture of 
two polymorphs in a wide range of compositions. Form I as a unique polymorph in the 
crystallization products, was obtained by the slow vaporisation of the ethanol-water co-
solvent. This polymorph is likely a head-to-tail molecular association [82]. It is frequently the 
dominant form in specimens prepared from ethanol. Polymorphs II and III are occasionally 
near pure in specimens crystallized from methanol. The former by slow evaporation at 50ºC 
and the latter by slow evaporation at -3ºC. As predicted from molecular dynamics simulation, 
crystallization in ethanol yields a higher crystalline product than in methanol. 

The mixtures of polymorphs that are observed are expected before the simultaneous 
existence of different forms in solution. They are the result of various combinations of forms 
during the crystal growth as predicted by molecular dynamics. However, the dominant 
molecular recognition in dimers apparently persists up to the crystal. 

A good correlation between self-association of the glycine in a supersaturated solution 
and the polymorphic outcome was also observed [86]. We should be well-advised that 
sometimes the molecular recognition pattern in the crystal may be significantly different from 
the early stages of crystallization. As the aggregates growing the minimum energy conditions 
are reached at the expense of a conformational variation. 

 
 

7. CONFORMATIONAL RECOGNITION IN SOLUTION  

AND CRYSTAL STRUCTURE 
 
Molecules of organic compounds, even the simpler ones, adopt various conformations in 

solution. Thus, a solution may be considered as an assembly of conformers dispersed in the 
solvent with relative populations determined by the Boltzmann distribution of the Gibbs 
energy. Crystallization is therefore an aggregation of conformers determined by preferential 
recognition of the interacting groups in competition with the interaction of the conformers 
with the solvent. Like the interaction between molecules, we can call conformational 
recognition to the interaction between conformers. 
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The recent progress of the computational methods made the conformational study of 
medium sized molecules using electronic structure methods a matter of routine. Geometric 
and thermodynamic properties of the conformers, as well as their population can now be 
estimated with reasonable accuracy. 

These calculations can be performed either in gas phase or in solution. Accurate solvation 
Gibbs energies may be estimated for a wide range of molecules at a relative low 
computational cost from continuum solvation models [87]. It is thus possible, for a given 
molecular system, to predict the relevant conformers in solution. To take advantage of the 
computational developments in this matter, it is important to compare the conformers 
prevailing in solution with those presented in the crystal. This question will be addressed by 
considering the crystallization of erythritol from water. 

Despite the small number of atoms, erythritol can adopt a large number of conformations. 
Figure 24 shows the equilibrium populations of the most relevant conformers of erythritol in 
aqueous solution [10]. Just for comparison, their gas phase populations have also been 
included in the same Figure [88]. The calculations have been performed using the 
DFT(B3LYP) approximation method and the 6-311++G(d,p) basis set. Solvent effects were 
accounted for by the conductor-like polarizable continuum solvation model (CPCM) [10]. 
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Figure 24. Conformational distribution of erythritol in aqueous solution and gas phase.  

Erythritol conformations are identified by a set of three letters that characterize the 
orientation of the φ1 (O1C1C2O2), φ2 (C1C2C3C4) and φ3 (O3C3C4O4) dihedral angles, 
respectively (see Figure 11 for the atom numbering scheme). The letters used are G, G‘ or T, 
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for dihedrals of around 60, -60 and 180º, respectively. Conformers with the same backbone 
conformation but different OH groups‘ orientation are discriminated by a number following 
the stability order. 

The molecular transference from the gas to the solution changes drastically the 
conformation. In fact, no relationship between the populations in both media can be 
established as can be seen from Figure 24. The two most abundant conformers in solution 
have a distended hydrocarbon chain while the structures stabilized by intramolecular 
hydrogen bonds are those preferred in gas phase [88]. As referred before, crystalline erythritol 
presents two isomorphic structures. Both have a G‘TG backbone and differ one from another 

just in the orientation of the middle OH groups. As the stable conformers in aqueous solution 
have the same backbone we conclude that the crystal is built up by the aggregation of these 
conformers. Hence, the knowledge of the conformational distribution for a certain compound 
in solution is undoubtedly a good starting point to interpret crystal growth. Conformational 
recognition is apparently an effective way to understand crystallization, particularly in the 
identification of the solvent effect. More data dealing with other solutes and solvents are 
required in order to improve our ability to evaluate the potentialities of the method.  

 
 

8. MOLECULAR RECOGNITION AT INTERFACES 
 

8.1. CRYSTAL GROWTH IN THE PRESENCE OF TAYLOR-MADE ADDITIVES 
 
In a broad sense, the crystalline structure is not the only property that needs to be 

considered when we are looking for a desired crystal. Other features are technologically 
important such as morphology or crystalline habit. Filterability, flowability, compressibility 
and many other properties are relevant in industrial processing. They are dependent on the 
size and morphology of the crystal. 

The morphology can be modified by adding to the mother liquid a small amount of a 
substance that can be selectively absorbed at one or a few crystal faces. The effective 
molecular additive should have molecular groups similar to those of the substract but 
different one another in the other moiety. As the additive is incorporated in one of the crystal 
surfaces the growth in a perpendicular direction is interrupted or decreases and the molecular 
geometry is modified. The additives with this behaviour are called tailor-made additives. The 
solvent has also a tailor-made effect.  

The mechanism of the tailor-made additives can be exemplified with benzamide grown in 
the presence of benzoic acid, o-toluamide or p-toluamide [89]. Benzamide is a compound 
widely used in organic synthesis. It has also biological interest because it acts as a 
neuroprotectant inhibiting the polymerase action, an enzyme activated by nitric oxide. It can 
be crystallized from ethanol giving plate-like crystals belonging to the monoclinic system 
[90,91]. In the crystal the molecules are interlinked by hydrogen bonds along the b-axis as 
represented in Figure 25. The ribbons with b-direction are stacked along the a-axis in layers 
which, in turn, are juxtaposed along the c-axis through van der Waals interactions between 
the phenyl groups. The velocity of crystallization is higher along the b-axis than in the other 
directions.  
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Benzoic acid is a tailor-made impurity for benzamide. Both molecules have identical 
capacity for hydrogen bonding but while in benzamide the NH2 group participates in two 
hydrogen bonds as donor, the OH group in the benzoic acid is involved just in one. Thus, 
when by chance, the benzoic acid molecule is incorporated into the growing benzamide 
structure, the crystallization front is interrupted. The link of a new benzamide molecule is 
rendered difficult by the absence of the NH2 groups and also by the repulsion between the 
oxygen lone pairs, as illustrated in Figure 25. Since the crystallization is impeded along the 
direction of b-axis the crystal grows along the a-axis as palettes. 

 

Figure 25. Crystal growth disruption in benzamide by the incorporation of benzoic acid. 

O-toluamide is also used as tailor-made additive. Once the molecules are incorporated 
into the benzamide crystalline structure through a N–H∙∙∙O bond, they disturb the crystal 
growth along the a-axis owing to the voluminous methyl group and the crystal adopts a form 
of bars along the b-axis. Moreover, a different habit modification is achieved with 
p-toluamide by retarding the growth along the c-axis. 

In principle, the crystalline habit modification by tailor-made additives is dependent on 
the amount of the compound added to the mother liquor. In fact, the probability of its 
incorporation in the crystallization front depends on the ratio between the additive and the 
substract.  

Tailor-made habit modifiers find wide applications in industry owing to their 
potentialities to modify size and morphology of crystalline solids [92,93]. It is possible to 
have an adequate molecule recognized by the crystallization front of the substract provided 
we know its structure. 
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8.2. EFFECT OF THE SOLVENT ON THE CRYSTALLINE HABIT 
 
Besides the influence in the structure of the crystals, the solvent also affects their 

morphology. As was mentioned before, specimens of terfenadine precipitated from methanol, 
ethanol and ethanol-water, exhibit different polymorphic compositions. Furthermore, they 
present different morphologies too. The crystals grown from methanol by slow evaporation of 
solvent at 25ºC are platelets while those grown from the remaining solvents in the same 
experimental conditions are needle-like (see Figure 26). 

 

 

Figure 26. Electron microscopy micrographs (JEOL 5400, 2000x) of terfenadine specimens crystallized 
from methanol (a), ethanol (b) and ethanol-water (c) [94]. 

The solvent effect lies in the difference of interaction of the solvent molecules with  
the crystal surfaces. Polar crystals have faces with different groups exposed to the  
solvent. For example, the packing arrangement in crystalline alkylgluconamides, 
CnH2n+1NHCO(CHOH)4CHOH, n=7-10, has a face where the groups exposed to the solvent 
are polar while those of the opposite face are non-polar [95]. Zwiterionic molecules of (R,S)-
alanine give crystals in which the pheripherical group of one of the faces is the carboxylate 
whilst the amine group is in the opposite face [96].  

The surface-solvent interaction depends on the solvent nature and the specific structure of 
each face. Various theories have been proposed to interpret the solvent effect on the crystal 
morphology. One of them is based on the argument that the interface growth implies the 
striping of the solute and of the interacting site of the substract from the solvating molecule. 
This event is as much unfavourable to the growth as stronger the solvent-surface interaction 
is. Therefore, a strong solvent binding decreases or inhibits the growth [97,98]. Another 
approach considers that a strong solvent-surface interaction provokes a roughened interface 
favouring faster growth [99]. A third interpretation considers the solvent a tailor-made 
additive and therefore its behaviour depends on the structure of the surface. Using as an 
example the (R,S)-alanine, in the face with the carboxylate exposed to the solvent one can 
distinguish neighbour pockets of one-molecule deep separated by one solute molecule [100]. 
Ethanol and methanol are solvents adsorbed at the surface. The former by CH∙∙∙O interactions 

and the latter by OH∙∙∙O and CH∙∙∙O bonds with the substract. The approaching alanine 
molecule is prevented from reaching the molecules within the pockets by these solvents. The 
growth through this face is rendered difficult or inhibited. When the solvent is water the 
repulsion between the oxygen lone-pairs of water and carboxylates at the pocket periphery 

(a) (b) (c) 
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inhibits the presence of the solvent within the pocket. Thus, water favours a faster growth 
along the direction perpendicular to the face. It is to be noted that after a deposition of a new 
solute layer on a crystal interface the surface sites are reversed. What was previously a cavity 
is now a protrusion and vice versa. For this reason the authors call this type of growth a 
―relay‖ mechanism. 

 
 

8.3. CONFORMATIONAL MIMICRY 
 
Tailor-made inhibitors can also be used to prevent the crystallization of one polymorph, 

leaving the other or others free to be precipitated out of the solution. Davey et al. [101] 
succeeded in preventing the growth of the stable form of L-glutamic acid by adding trimesic 
acid (benzene-1,3,5-tricarboxylic acid) to the crystallizing solution. 

As referred to before, L-glutamic acid is a dimorphic compound. By crystallization, the 
two pure forms (α and β) or mixtures of both polymorphs can be obtained, depending on the 

degree of supersaturation and temperature [102]. Both modifications give rise to 
orthorhombic crystals with different morphologies; the crystals of form α are rhombic while 

those of the latter are needle-like. 
The data available on the structure and crystallization of L-glutamic acid [101] and the 

conformational analysis performed by the authors served as basis for selecting a tailor-made 
inhibitor for form β. As can be seen in Figure 27, the carboxylate groups of the trimesic acid 
are recognized by the groups of this polymorph as far as the O5∙∙∙O1 and O5

‘
∙∙∙O1

‘ distances in 
the acid are close to those on the fastest growth (101) face of the substract. Hence, the 
hydrogen bonds involving the OH and C=O groups of the acid and the substract are formed 
without great distortion. Two of the three carboxylic groups of the additive are recognized by 
that face of form β but the third one disrupts the addition of further substract molecules. 

Interatomic distances related to molecular recognition between the two forms of 
L-glutamic acid and the trimesic acid are given in Table 6 and illustrated in Figure 27. Due to 
the bent backbone of form α, the mimicry by the additive can not be possible. However, the 
interaction of the trimesic acid with this polymorph retards nucleation and modifies its 
crystalline habit.  

 
Table 6. Distances between the carboxylic groups in the trimesic acid and the two 

polymorphs of L-glutamic acid.
a
  

 
Molecule C1∙∙∙C5 / Å longer O∙∙∙O / Å shortest O∙∙∙O / Å 
Trimesic acid  5.01 7.19 4.94 
L-glutamic acid (form β)  4.55 6.88 4.61 
L-glutamic acid (form α) 4.01 6.26 4.39 

a These values were taken from fully optimized geometries at the B3LYP/6-31G* level. Input 
geometries for forms α and β of L-glutamic acid were obtained from X-ray and neutron diffraction 
data [58,59]. 
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Figure 27. Comparison of the optimized conformations (B3LYP/6-31G*) of trimesic acid (a) and forms 
β (b) and α (c) of L-glutamic acid. 

 
8.4. SEEDING CRYSTALLIZATION 

 
Additives are also employed to control the structure of a crystal obtained from a solvent 

or from the melt. The inoculation into a supersaturated solution (or supercooled melt) of a 
small amount of the crystalline solid form that we want to obtain is a possible procedure to 
reach this target. The molecules at the surface of the crystals have part of their bonding sites 
free to interact with those in solution. As the surface preferentially recognizes molecules with 
the same conformation, the structure of the new phase corresponds to that of the primitive 
crystal. In this case the nucleation occurs at the surface of the crystal and is called 
heterogeneous nucleation to differentiate it from the nucleation taking place in the solution 
free from any solid contaminant, homogeneous nucleation. 

Besides the structural control of the new solid phase the heterogeneous nucleation may 
result in forming an improved quality product since it requires lower supersaturation. Let us 
consider the rate of both nucleation types. The rate of critical nuclei formation (J), in random 
conditions as those existing in homogeneous nucleation, can be expressed by the following 
equation [103-105]:  
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 (2) 

 
ΔG* is the Gibbs energy barrier to nucleation. The pre-exponential factor (A) can be 

given as follows: 

  (3) 

 
NV is the number of molecules per volume unit and ε the activation energy for the jumps 

of the molecule across the boundary from solution to the new phase.  
The difference between homogeneous and heterogeneous nucleation is that in the latter 

ΔG* is lower because the interfacial energy is reduced; A is higher for the former because NV 

is higher than the number of sites at the surface able to recognize the nucleus molecules. 
However, the differences between the ΔG* values overcome that between the values of A. 
Hence, at a certain supersaturation, Jhet > Jhom. Therefore, a noticeable value of Jhet is reached 
at a lower supersaturation than that required for the homogeneous nucleation.  

Single crystal growth is widely used in industry and several methods have been 
developed to obtain materials suited for different purposes [106]. The seed is not necessarily a 
solid with the composition corresponding to that we intend to obtain; isomorphous of the new 
phase can also induce crystallization. For example, phosphates can nucleate arsenates because 
they have identical crystalline lattices. Also, silver iodide is used in rain-making due to the 
similarity of its lattice of salt with that of ice. Thus, when particles of silver iodide are 
dispersed in a supercooled cloud, the molecular recognition between the (0001) substrate 
plane and the water molecules initiates the condensation process [107]. 

Entacapone (((2E)-2-cyano-3-(3,4-dihydroxy-5-nitrophenyl)-N,N-diethylprop-2-enamide) 
is a drug belonging to the nitrocatechols and is used in the treatment of Parkinson‘s disease. 

The Au (100) surface recognizes the stable polymorphic form of this compound in an 
acetone/water mixture. When the solution is in contact with that surface of the metal, a well 
ordered layer of a prismatic polymorph is formed. However, in the absence of seeding the 
crystallization of a metastable form, a needle-shaped crystal, is generally observed [108].  

 
 

CONCLUDING REMARKS 
 
One of the main objectives of the present paper was to answer the question of whether 

molecular recognition in the first stages of molecular aggregation and the conformational 
composition can be used as guidelines to infer the resulting crystal structure.  

From a Molecular Dynamics study of terfenadine in various solvents, the sites involved 
in molecular recognition originating molecular backbone folding and aggregation were 
spotted. A polymorphic study of terfenadine in the solvents selected for the simulation was 
performed by thermal methods. The comparison between the results shows that the features of 
the dominant polymorphs could be expected from the molecular recognition of dimeric 
assembly in solution.  
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The conformational distribution of erythritol in solution was shown to be a successful 
approach to predict the structure of the crystalline form obtained from this solvent. The 
conformers existing in the crystal were found to be the most abundant in solution. Like 
molecular recognition, one can talk about conformational recognition when the starting point 
is the conformer. 

The importance of molecular recognition in the first stages of crystallization should be 
pointed out as far as molecular self-assembly in solution can be studied computationally 
while the crystalline structure prediction from the molecular properties is rather difficult to 
undertake. An identical argument is valid for conformational recognition in so far available 
computational techniques permit the determination of the conformational Gibbs energy in 
solution at a reasonable level of theory. 

Crystal growth is a matter of utmost importance in a wide range of industries. Its control 
making use of molecular recognition points out the importance of this concept in science and 
technology. 

The molecular recognition at solid/solution interfaces has deserved particular attention as 
far as it is a means by which to prepare crystalline forms with morphology suited to specific 
applications, stabilize desired metastable polymorphs or promoting certain crystalline forms 
precipitating out from solution. 

Besides the importance of molecular recognition in the crystal growth, this chapter calls 
the attention for the role it plays in the biological processes by considering the interaction of 
drugs and sweeteners with the receptors. 

Among the non-covalent forces involved in molecular recognition, hydrogen bond 
occupies a special position. Firstly, it predominates in the interactions involving molecular 
recognition. Secondly, the directional character in a wide range of orientations confers it with 
unique properties that have been reviewed in the present chapter. Effects of the hydrogen 
bond such as the modification of the natural hybrid orbital composition of the interatomic 
bond in the donor group and the charge increase of the hydrogen atom bridging donor and 
acceptor groups were analysed by the Natural Bond Orbital Theory. This theory was also 
used to estimate the hydrogen bond strength. 

Infrared spectroscopy was found to be a privileged method for hydrogen bonding 
identification. The interpretation of complex spectra in the stretching vibration region was 
presented as a valuable tool for molecular recognition diagnose. 
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ABSTRACT 
 

Molecular recognition can be defined as recognition of molecules, i.e. polar 
molecules by other polar molecules, or recognition of chiral molecules by other chiral 
molecules. These molecules can interact together, for instance, by creating hydrogen 
bonding. This review shows using of microscopy, spectroscopy and other methods to 
investigate of chiral recognition (i.e. chiral surfaces). 

The term of chiral surface can be defined as surface of metal (i.e Cu, Au) or non–

metal (i.e graphite) covered by chiral molecules. The covering ratio of surfaces can be 
different, and it depends of method specification used in appropriate experiment. In this 
review I want to show, so chiral molecule (i.e. –amino acids) adsorbed on surface (i.e. 
metal) can recognize another chiral molecule also adsorbed on surface. The useful 
methods discussed in this paper are: STM (scanning tunneling microscopy), AFM 
(atomic force microscopy), electrochemistry and vibrational spectroscopy – infrared and 
Raman, including SERS effect (surface–enhanced Raman scattering) and others. 
Molecular recognition can be investigated, for instance, when molecules create i.e. the 
SAMs or Langmuir–Blodgett films. 

The most sensitive methods are STM, AFM and Raman spectroscopy (SERS), 
because the most interesting results were obtained using these methods. I would like to 
underline, so every method has its own limitation and specification, and results are strong 
depended from using method. Structural information obtained using various techniques 
for chiral surfaces can be useful in understanding of key of interaction of adsorbed chiral 
molecules.  
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INTRODUCTION 
 
The term ‗chirality‘ comes from Greek word ‗cheir‘, what means ‗hand‘. Louis Pasteur, 

French chemist and biologist, was a pioneer of chirality: he carried out first experiment with 
chiral species: manually separating of sodium–ammonium tartrate enantiomers [1-4]. The 
term ‗chirality‘ was defined by Lord Kelvin [5]. According to his definition, chiral is ‗any 

geometrical figure, or group of points‘, and chirality ‗if its image in a plane mirror, ideally 
realized, cannot be brought to coincide with itself‘ [5]. Chiral carbon – stereogenic centre of 
sp3 hybridization – is that, which bears four different subsitituents. Chirality is important 
because most biomolecules, like amino acids, sugars, proteins and nucleic acids are chiral. 
However, every chiral molecule has two enantiomers, but only one can be biochemically 
active, and second – inactive or toxic. This is starting point for enantioseparation. 

Important aspect is a chiral selector, used to separation of enantiomers, and creation of 
diastereoisomeric complex. Molecular recognition might be a result of free energy of Gibbs 
(G) difference between two diasteroisomeric pairs (enantiomer–selector). Interaction 
between these pairs might be described by three–point model (Easson and Stedman[6], 
Ogston [7], Dalgliesh [8]), or selector‘s three point site [9] presented on Figure 1. In few 

words, interaction between enantiomer 1 and selector can be attractive in three points, but 
between enantiomer 2 and selector can be attractive only in two points [9]. In addition, 
interaction between enantiomer and selector can be attractive or repulsive, and summa 

summarum if attractive interaction are stronger than repulsive one, it might promote the 
creation diastereoisomeric pairs [9]. Some researches do not accept this model, however, this 
model in only geometrical model [9].  

 

 

Figure 1. The three-point interaction model. (a) A chiral molecule with an asymmetric carbon atom can 
present three groups that can match three sites of the selector. (b) Mirror image of this molecule, after 
hypothetical rotations, could present a maximum of two groups, which can interact with only two sites 
of the selector [9].  
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The strongest interaction between molecules or part of them, are hydrogen bonding and 
coulomb/electric interaction.  – interaction are strong, and they are observed, if aromatic 
and –NO2 groups are present (–donating, –basic, in general – where –electron can 
delocalize) [9]. Characteristics of molecular interaction is presented in Table 1 [9]. 

 
 

Table 1. Characteristics of molecular interaction [9] 

 
Type of interaction Strength Direction Range (d) 
Coulombic or electric Very strong Attractive or repulsive Medium (1/d2) 
Hydrogen bond Very strong Attractive Long 
Steric hindrance Very strong Repulsive Very short 
– Strong Attractive or repulsive Medium 
van der Waals Very weak Attractive Very short 
 
In this paper some methods like STM, AFM, Raman (including SERS effect) and IR 

using for investigation of chiral surfaces will be presented. If it is possible (if current 
knowledge let do it), I try to show, why enantiomers and racemic mixture can interact with 
other enantiomers by different way.  

 
 

INFRARED 
 
The most known and widely used vibrational spectroscopy method is infrared absorption. 

This subset spectroscopy deals with infrared region of the electromagnetic spectrum. IR 
spectroscopy can be used to investigate sample composition and identify compounds. The 
infrared spectrum can be divided into 3 regions – for their relation to visible spectrum: near–
IR, mid– and far– infrared. Near–IR, (14000–4000 cm–1) can be used to study overtone and 
harmonic vibrations. Mid–IR region (4000–140 cm–1), the most widely known and can be 
used to rotational–vibrational structure. The last region, far–infrared one (400–10 cm–1), lying 
to microwave region, may be used in studying, for instance, of rotational structure. 

Molecules can adsorb appropriate frequencies which are characteristic of their structure. 
The frequencies of absorbed radiation are related to vibrating bonds or groups. In general, 
molecules which absorb infrared radiation, change their own energy from lower vibrational 
state to higher vibrational state by hω/2. In other words, adsorption is possible in that, when 
electric field of incident radiation resonates with electrical moment of vibration in the 
molecule. Molecular vibrations are active in IR spectra, if the dipole moment changes. For 
example, a symmetrical stretching of CO2 molecule, or vibration of N2 are inactive in IR 
spectra, but seen only in Raman spectra. Polar groups or bonds are corresponded to strong 
infrared absorption. 

For molecule many vibrational ways are possible and these way are known as vibrational 
modes. For linear molecules, are possible 3N–5 vibrational modes, for nonlinear molecules – 
3N–6 vibrational modes (or degree of vibrational freedom). ‗N‘ means the number of atoms in 
molecule.  
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Sample preparation: a long path length is needed to acquire spectra of gas samples 
(diluteness compensation). For absorption IR spectra of liquid samples, they are sandwiched 
between two plates of salt (i.e. NaCl, KBr, CaF2). These plates are transparent to IR radiation 
and do not interfere with lines onto the spectra. Solid samples are the most often prepared by 
grinding a quantity of the sample with a salt, i.e. KBr, specially purified. Using mechanical 
press a powder mixture is pressed to form a pellet, and beam in spectrometer can pass through 
it.  

After acquiring IR spectra, Fourier transformation is used because it is easier and cheaper 
a building interferometer than the monochromator fabrication. Additionally, all frequencies 
are collected using FT.  

 
 

RAMAN 
 
If a sample is treated by monochromatic radiation frequency ω0, it is occurred some 

scattering radiation. The scattered radiation can be divided on: radiation with the same 
frequency (ω0), radiation with decreased frequency, known as Stokes bands (ω0 – ω) and 

increased frequency, known as anti Stokes bands (ω0+ω0). These frequencies are observed in 
Raman spectrum, with different intensity. In Raman experiments, usually Stokes bands are 
analyzed. It is necessary for energy conservation, so photon annihilation process with the 
photon energy of hω0/2 and photon creation process with the photon energy of h(ω0–ω0)/2 
and in result, it is leaded a molecule transition and inelastic scattered is occurred. The 
molecule is transferred on higher energy state. It is possible observation of vibrational, 
rotational and electronic transitions but only vibrational transitions are most widely used [10]. 

The most difficulty in Raman spectroscopy is very small Raman cross section of 
molecules, for simply Raman scattering process. For that reason, Raman signals can be 
measured only after amplification by many orders of magnitude. One from way to increasing 
of Raman signal is using the laser excitation wavelength. More efficient inelastic scattering of 
radiation are known as resonance Raman (RR) scattering. Well–known effect of increasing of 
intensity of bands for molecules adsorbed on surfaces of noble metals (Cu, Ag, Au) is surface 
enhanced Raman scattering (SERS). The factor of surface enhancement can be as much as 
1014. 

The SERS effect was discovered by M. Fleischmann and co. in 1974 [11]. They observed 
strong increasing of bands in Raman spectra of pyridine adsorbed on Ag surface. Anyway, 
they did not recognize that this was a major enhancement effect. They suggested so this effect 
is a matter of number of molecules adsorbed on metal surface. Later this effect was 
interpreted more correctly: concentration of scattering species did not account for enhanced 
signal. Jeanmaire and Van Dyune [12] and Albrecht and Creighton [13] plus co–workers 
proposed independently two mechanisms: chemical and electromagnetic, respectively [14–

23]. It is possible, so SERS effect is related to existence of surface plasmon (Ritchie) [18]. 
Two theories are known of exact mechanism of the enhancement effect of SERS, 
substantially different from each other. Electromagnetic mechanism is connected with 
excitation of localized plasmon surface, as chemical effect is connected with formation of 
charge transfer complexes. Electromagnetic theory can be applied only to species physisorbed 
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to the metal surface, while chemical theory can be applied only to samples which formed a 
bond with the surface.  

The electromagnetic enhancement comes from interaction electrons in the metal surface 
with incident electric field from incident radiation. The consequence this interaction is 
enhancement of the electric field at the surface of metal. For excitation of surface plasmons, 
the rough surface is needed, and metal surfaces should be specially prepared for SERS 
experiments.  

Chemical mechanism is known as CT mechanism (charge transfer). The ‗chemical‘ 

enhancement is similar to resonance Raman process, which occurs in complexes such as 
metal–ligand. It is offered new electronic transition for metal electrons, when molecules are 
adsorbed at metal surface. It can be considered a hypothetical situation, so electron at Fermi 
energy level could be excited into molecular orbitals of adsorbed molecule and back to metal 
state. It is possible also another situation: the electrons at highest occupied molecular orbital 
could be transferred into Fermi level of the metal and back to the molecule. It is possible to 
change of the Fermi level energy, i.e. in electrochemical systems it could be realized by 
change of applied potential.  

It is important, so electric field enhancement strong decreases with the distance from 
metal surface. The enhancement of charge transfer is observed for molecules directly 
interacting or bands directly oriented to metal surface. However, enhancement factors for 
various bands have a different values. Additionally, if molecules are adsorbed to metal 
surface, the symmetry of system could be modified, and symmetry of molecule could be 
changed (i.e. lost of symmetry centre). In consequences, it leads to variation in modes 
selection. For example, loss of centre of symmetry reduce of necessity of the mutual 
exclusion rule, which says, that modes can be active only in R or IR.  

In SERS spectra, the surface enhancement of Raman cross section of bands, which comes 
from adsorbed molecules, has been related to the morphology of metal surface. The SERS–

active metals (i.e. Cu, Ag and Au) can be prepared in roughening procedures. It is accepted 
electrochemical roughening, what could be carried out in a three–electrode cell, with the 
silver (or gold/copper) electrode as working electrode, a platinum sheet as counter–electrode, 
and saturated calomel electrode (SCE) as the reference. All potentials presented below are 
quoted vs. SCE. The process of silver roughening is done by 3 cycles from –0.3 V to 0.3 V 
(sweep rate of 5 mV/s), with the end in –0.3 V, in 0.1 M KCl aqueous solution. At the end 
silver electrode is kept at –0.4 V for 5 min. The procedure of roughening of gold is different: 
it is done 20 cycles, from –0.6 V to 1,25 V (sweep rate of 200 V/s), to –0.6 V and at this 
potential gold electrode is kept for 5 min.  

After that, the working electrode are removed from KCl solution, at open circuit 
potential, rinsed by distilled water and put into solution with SERS active species. Probably, 
the electrochemical roughening of silver in KCl, do enlarge in the fraction of facets similar to 
(100) and (110), and a diminish in those similar to (111) crystallites. Another ways of the 
obtain large SERS enhancement factor is preparing metal soles [24, 25]. The most 
disadvantage of this method is impossibility of carrying out the experiments with added 
potential. 
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STM 
 
STM, scanning tunneling microscope, is a method for imaging of surfaces at atomic level 

[26–28]. With the STM resolution – 0.1 nm lateral and 0.01 nm depth, it is possible 
individual molecules imaging and manipulation. This method could be used not only in high 
vacuum in 10–20 K temperatures, but also in water, air, and in wide range of temperatures – 
from not far from 0 K to few hundred degrees of K.  

The STM conception is based on quantum tunneling. If a metal tip is taken very close to 
surface for examination, a bias (voltage difference) applied between the two ones can let 
electrons tunnel through the vacuum between them. The consequential tunneling current is a 
function of: applied voltage, tip position, and local density of states (LDOS) of the sample. If 
the tip scans across the surface, information is acquired by supervising the current, and it is 
presented in image form. The sample of surfaces, which are examined using the STM, should 
be extremely clean and stable.  

The procedure in STM experiment is as follow: a voltage is applied and the tip is moved 
close across the surface by some coarse surface–to–tip control. If tip and surface are 
adequately close, the voltage is switch off. Additionally, good control of the tip in all three 
dimensions, if typically piezoelectric not far from the surface, continuing tip–sample 
separation (distance in range 0,4–0,7 nm). We can say, so equilibrium position tip–surface is 
between attractive (0,3–1,0 nm) and repulsive (< 0,3 nm) position. If voltage bias cause 
electrons to tunneling between surface and tip, it will create a current, that could be measured. 
If electron tunneling is stable, the bias and position of tip to the surface, could be changed. 
The STM data is obtained as a result of current changing.  

If the tip is brought to the surface (x–y plane), will cause a current varying the change in 
surface height and states density. As a result, the current changes are mapped in images. It is 
known as constant height method, CHM. Additionally, a constant current could be measured, 
if the tip is moved across z–plane. It is known as constant current method (CCM) or constant 
gap width mode (CGM). In the CCM mode, a height variation comes from the tip topography 
transversely the surface and constant charge density is obtained. In other words, variations in 
charge density due a contrast on the image. In constant height method (CHM), the height and 
voltage do not change, and current changes to keep voltage unchanged. An image obtained 
using CHM is made of current changes over the sample and it may be associated to charge 
density. The using CHM is more beneficial than CCM, i.e. it is faster. It is also possible with 
STM technique, to receive information on electronic structure, when the sample is scanned.  

 
 

AFM 
 
Atomic force microscopy (AFM) is very high resolution type of scanning probe 

microscopy, with resolution of 0,01–0,1 nm, what is 1000 times more than optical diffraction 
limit [29, 30]. The AFM consists of a beam (cantilever) with a sharp tip at this end for 
scanning the sample. If the tip is moved nearness of surface, forces between the tip and the 
surface direct to a deflection of the cantilever according to Hooke‘s law. Additionally, forces 

measured in AFM contain mechanical contact force, van der Waals force, capillary forces, 
chemical bonding, electrostatic forces, magnetic forces, etc. In AFM experiment, the 
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deflection is précised using laser spot reflected from the top surface of the cantilever into an 
array of photodiodes. Also others techniques are used – capacitive sensing or piezoresistive 
AFM cantilevers and optical interferometry.  

If the surface was scanned by the tip at unchanged height, a risk of causing damage could 
happen when the tip collides the surface. For adjusting the tip–to–sample distance to keep on 
a constant force from the tip and sample mostly feedback mechanism is used. Typically, the 
sample is mounted on a piezoelectric tube moving the sample in the z–direction with 
unchanged force. The sample is scanned in x and y directions. It is also possible to employ a 
tripod configuration of three piezo crystals and are each responsible for examination in x, y 
and z direction. Number of AFM modes could be operated (it depends on application). First 
are static (known also contact) and dynamic or non–contact modes when beam is vibrated. If 
we operate a static mode of AFM, the not moving tip deflection is used as a response signal. 
Additionally, static mode of AFM is done in contact when overall force is foul. Summary, for 
this mode the force between the tip and sample is kept constant if the surface is scanned by 
continuing a constant deflection. Second mode are dynamic – the cantilever is oscillating on 
the surface and amplitude of vibration, phase and resonance frequency could be modified by 
tip–sample contact forces. Vibration frequency could be measured with extreme sensitivity 
and mode of frequency modulation permit for use very hard cantilevers, which offer stability 
very close to the surface. The AFM provide real atomic resolution in ultra–high vacuum 
conditions.  

The AFM have advantages and disadvantages. First: it provides true three dimensional 
surface profile and samples do not need special treatment (i.e. metal or carbon coatings) what 
could destroy irreversibly the sample. The AFM modes can do perfectly in liquid 
environment or ambient air. Consequently, it is possible studying of biological 
macromolecules or living organisms. Second: it is scanning area only of about 150x150 m 
and image area 10–20 m.  

 
 

CHIRAL SURFACES AND THEIR INVESTIGATION BY STM AND AFM 
 
It is possible to examine enantioselectivity of molecules on surfaces, at molecular level. 

The determination of the enantiomers adsorbed on metal surface is possible using the 
methods like scanning tunneling microscopy or atomic force microscopy.  

Chiral recognition and molecular interaction between cysteine molecules adsorbed on Au 
(110) was studied using STM by Kühnle et al. [31]. They reported so molecular pairs of 
cysteine were formed on metal surface. It is interesting, so it was observed protrusions of 
cysteine at rows created by gold atoms. No isolated molecules (unpaired protrusions) were 
observed at Au (110) (Figure 1 from [31]1).  

The L–cysteine pairs at Au(110) created double–lobe features, which is always rotated 
clockwise (20 degrees) due to 110 surface direction. The pairs of D–cysteine created similar 
to L–cysteine pairs, but they are rotated anticlockwise (the value of angle as the same, 20 
degree). The described cysteine deposition on Au (110) should be a consequence of 
enantioselectivity of cysteine molecules themselves. If racemic cysteine (DL) was adsorbed 
on Au surface, it was identified pairs of cysteine, in LL form and DD form, and pairs of DL–

                                                        
1 available on http://www.nature.com/nature/journal/v415/n6874/fig_tab/415891a_F1.html#figure-title  
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cysteine were not observed. Dimerization of cysteine in strong enantioselective – and binding 
is possible only with molecule of the same chirality. The pairs of LL and DD cysteine 
adsorbed on Au (110) are related by mirror symmetry to each other. The pairs of enantiomeric 
cysteine (DD or LL) molecule are adsorbed at surface by sulphur and amino groups (binding 
with Au atoms), which stabilized both molecules additionally, and carboxyl groups of both 
molecules create double hydrogen bonding among these groups (Figure 3 from [31]2). The 
hypothetical (but not observed) pairs of DL–cysteine would be less stable, because for DL 
pairs only interaction between sulphur and golds atoms, and the double hydrogen bonding 
between carboxylic groups would be preserve. Additionally, interaction between amino 
groups and gold atoms would be lost, and in consequence the stabilization of hypothetical 
LD–dimers is poorer in comparing to DD or LL dimers. Second way is that, so if interaction 
sulphur – gold and amino – gold is preserved, the double hydrogen bonding among 
carboxylic groups is lost. 

The DFT ab initio calculation were performed for enantiomeric and raceminc pairs of 
cysteine. In results, heterodimer is less stable than homodimer by circa 0.2 eV (if amino 
group – gold interaction is lost) or 0.5 eV (when carboxylic groups do not interact). 

The term ‗chiral surfaces‘ should be defined – it is a surface of metal or no–metal (i.e. 
graphite), which has been covered by chiral species. Some experiments have been carried out 
and described in details and I would like to present results of them. 

The electrodeposition films of monoclinic low–symmetry CuO on high–symmetry 
surfaces of Au(001) was carried out by Switzer and co. [32]. Both species were achiral, of 
course. In next step, epitaxial film of CuO on Au(001) was electrodeposited in chiral solution 
of Cu(II)(S,S)–tartrate. For determination of absolute configuration of both films the analysis 
of X–ray pole figures was needed. The sample was moved with sequence of tilt angles, χ, and 

additionally, sample was rotated (angles from 0° to 360°). The electrodeposition in solution of 
enantiomer of tartrate acid has changed orientation of film to [111]. Similar experiment was 
carried out with Cu(II)(R,R)tartrate soluition. The final film had a [111] orientation. Four 
peaks were observed for tilt angle of χ=30° (Figure 2 from [32]

3), in both experiments, 
independently.  

R–film and S–film are enantiomorphs, and they are in relation to them as mirror image. 
Similar experiment was carried out, when CuO film on Au was electrodeposited in 
Cu(II)(R,S)–tartrate solution. For this chiral film also four peaks were observed and this film 
is mixture of equal amounts of R– and S– configurations.  

Switzer et al. carried out electrochemical oxidation of CuO films incubated in tartrate 
solution [32]. The higher current density was registered, when CuO(II)(S,S)–tartrate was 
oxidized in (S,S)–tartrate solution comparing to CuO(II)(S,S)–tartrate film was oxidized in 
(R,R)–tartrate solution. The comparable voltamogramms were registered, if CuO(II)(R,R)–
tartrate film was modified in (R,R) tartrate solution comparing to CuO(II)(R,R)–tartrate was 
oxidized in (S,S) tartrate solution. For CuO(II)(R,S)–tartrate film no enantioselectivity was 
observed during oxidation in (S,S) or (R,R) tartrate (Figure 4 from [32]4). 

 

                                                        
2 available on http://www.nature.com/nature/journal/v415/n6874/fig_tab/415891a_F3.html#figure-title  
3 available on http://www.nature.com/nature/journal/v425/n6957/fig_tab/nature01990_F2.html#figure-title  
4 available on http://www.nature.com/nature/journal/v425/n6957/fig_tab/nature01990_F4.html#figure-title 
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Figure 2. Schematic of the molecular structures of (R)-2-bromohexadecanoic acid (a) and (S)-2-
bromohexadecanoic acid (b) physisorbed on a graphite surface with an all-trans conformation. The 
single chiral carbon atom on the molecules is indicated by an asterisk. Each molecule is hydrogen-
bonded to the next one through the carboxyl groups [34]. 

 

Figure 3. Top view of a model of (R)-2-bromohexadecanoic acid (a) and (S)-2-bromohexadecanoic acid 
(b) molecules on a graphite surface. Two black bars mark the chiral dimer formed by two molecules 
hydrogen-bonded through carboxyl groups. Yellow represents bromine atoms, green – carbon atoms, 
gray – hydrogen atoms, and red – oxygen atoms [34]. 

Lorenzo et al. adsorbed tartaric acid on Cu (110) surface and scanned this surface by the 
STM needle [33]. They observed, so tartaric acid (S,S or R,R) adsorbed on Cu surface created 
chains: the spatial alignment and hydrogen bonds between each neighboring molecules of 
enantiomeric tartaric acid on copper surface was present. The tartaric acid enantiomer chains 
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adsorbed on Cu surface are in relation as mirror image to each other. Similar effect was not 
observed for racemic tartaric acid (R,S or S,R) (Figure 2 and 3 from [33]5). 

Adsorption of enantiomeric 2–bromohexadecanoic (S and R) acid on graphite surface 
were carried out by Fang et al. [34]. The surface of graphite was investigated by the STM 
method. Similar to tartaric acid adsorbed on Cu(110), molecules of 2–bromohexadecanoic 
interact together: carboxylic groups of two neighboring molecules created double hydrogen 
bonding, and all structure is stabilized by this way. Molecular structures of S and R 2–

bromohexadecanoic are mirror images of each other (Figure 2 and 3a and 3b). 
 

 

Figure 4. STM image and model of the (S)-enantiomer (left) and the (R)-enantiomer (right). L1 and 
L2 indicate large lamellae (2-methylbutoxy groups adsorbed) and small lamellae (2-methylbutoxy 
groups pointing away from the surface), respectively. Θ is the angle between the lamella axis and the 
graphite reference axis. (Bottom) The alkoxy chain at the left of the model represents the extended 
conformation, while the 2-methylbutoxy component of the alkoxy group at the right is rotated out of 
plane [36].  

Orme et al. reported in situ observation using the AFM technique and molecular 
modelling studies of calcite (CaCO3) covered by enantiomers of aspartic acid [35]. They 
observed enantiospecific binding of amino acid to surface what offers the optimal chemical 
and geometrical fit transforms the step–edge liberated energies. Summary, they go for results 
in macroscopic crystal shape conversion. These observation could better help to understand 
mechanism of stereochemical recognition and process of growing crystal connected with 

                                                        
5 available on http://www.nature.com/nature/journal/v404/n6776/fig_tab/404376a0_F2.html#figure-title and 

http://www.nature.com/nature/journal/v404/n6776/fig_tab/404376a0_F3.html#figure-title 
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effect of binding on the interfacial energies. They adsorbed of racemic aspartic acid on calcite 
surface and mirror symmetry and chirality of aspartic acid was observed. L–Asp binds to 
surface by negatively charged carboxylic groups (COO–) by coordination of calcium ions, and 
positively charged ammonium ions (NH3

+) can interact with CaCO3
2– ions. Neighbouring 

enantiomeric aspartic acid molecules are stabilised by interaction of polar groups – amino and 
carboxylic groups, which can interact together, for instance, amino group from molecule 1 
and carboxylic group from molecule 2 (Figure 3 from [35]6). 

De Feyter et al. adsorbed chiral species on graphite surface and investigated them using 
the STM technique [36]. Their researches were joined with simultaneous analysis of chirality 
and conformation of enantiomer terephthalic acid derivative – 2,5–bis[10–(2–

methylbutoxy)decyloxy]terephthalic acid. This species has two identical stereogenic centres, 
localised on both ends of carbon chains (Figure 4). For this terephthalic acid derivative, the 
width of the wide lamellae – L1 = 2.54 ± 0.05 – is the same like length extended alkoxy 
chains, which are localised (laid) parallel to graphite surface. The dimension of narrow 
lamellae – L1 = 1.9 ± 0.1 – shows, so decyloxy groups are lying horizontal on the surface, 
but end 2–methylbutoxy groups direction are away from the surface. The 2,5– bis[10–(2–

methylbutoxy)decyloxy]terephthalic acid molecules are attached to the graphite surface by 
two carboxylic groups, which can interact with carboxylic groups of neighbouring molecules 
of this acid and double hydrogen bonding is created. Graphite surfaces covered by 
enantiomers 2,5– bis[10–(2–methylbutoxy)decyloxy]terephthalic acid are mirror images to 
each other. 

Mahapatro et al. investigated chiral hydrophobic molecules adsorption by chemical force 
spectroscopy [37]. This is technique unites AFM and chemical recognition by chemical task 
of scanning sample. It is possible to investigate interaction (hydrophilic and hydrophobic) 
between adsorbed molecules, for instance, on surface and on tip. They observed so adhesion 
forces between 3,5–dinitrobenzoylphenylglycine adsorbed on tip and surface covered by 
phenyl–amine were different for pairs (4 permutations) of species. Adhesion force values 
were similar for RS pairs, and lower for RR or SS pairs, 0.5–0.7±0.1 nN, and 0.2±0.1 nN, 
respectively. According to Johnson, Kendal and Roberts (JKR) theory of contact mechanics, a 
small change in contact radius might in consequence increase the adhesive force. 
Unfortunately, Mahapatro et al. did not discuss in details the interaction between species 
adsorbed on surface and tip (hydrogen bonding, van der Waals, etc.).  

The Atomic Force Microscopy (AFM) offers wide application in high resolution imaging 
of single biological molecules: proteins, nucleotides, membranes and cells (in near–
physiological environment) and intermolecular forces present them. It is possible using AFM 
to resolve nanometer–dimension feature, and in consequence, recognition and topography of 
molecules are known. It is difficult to measure physical parameters of biomolecules using 
other method than the AFM. Kienberger et al showed, for instance, AFM images of 
antibodies used for recognition of lysozyme [38]. Molecular recognition is also possible in 
interfaces of water–air, and in these condition decisive role them play hydrogen bonding. This 
recognition might be useful, if host–guest combination is present: recognition is possible by 
nucleic acids, interfacial receptors, etc. [39]. 

Bombis et al. investigated adsorption of molecules, that become chiral upon adsorption 
because of symmetry reduction which go after from surface detention [40]. They used  
                                                        
6 available on http://www.nature.com/nature/journal/v411/n6839/fig_tab/411775a0_F3.html#figure-title  
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STM as a technique and group of linear organic molecules, like oligophenyleneethynylenes. 
These species were adsorbed on Au(111) under ultrahigh vacuum. They used:  
1,4–bis((5–tert–butyl–4–hydroxy–3–formylphenyl)ethynyl)benzene (BHA), 1,4–bis((3–

formyl–4–hydroxyphenyl–)ethynyl)benzene (HA), 1,4–bis((5–tert–butyl–3–formyl–4–

methoxyphenyl)ethynyl)benzene (BH) (Figure 5). BHA adsorbed on metal surface can exist 
in 3 conformers: LR/RL (meso form, achiral), RR and LL – they are mirror–image to other 
one (they are enantiomers) (Figure 6).  

 

 

Figure 5. The formula of molecules: (BHA) 1,4-Bis((5-tert-butyl-4-hydroxy-3-
formylphenyl)ethynyl)benzene; (HA) 1,4-bis((3-formyl-4-hydroxyphenyl- )ethynyl)benzene; (BA) 1,4-
bis((5-tert-butyl-3-formyl-4-methoxyphenyl)ethynyl)benzene; (BH) 1,4-bis((2-tert-butyl-4-
hydroxy)ethynyl)benzene [40].  

 

 

Figure 6. High-resolution STM images and structural models of grid structure formed by BHA [40].  
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Difference between RR and LL conformers is related to orientation of –CHO and tert–

butyl groups on Au surface. Similar enantiomers (and meso form) are observed on metal 
surface after HA and BA species adsorption. 

Both methods (STM and AFM) offer wide possibility in detecting chiral molecules 
adsorbed on surface. It is very difficult to detect intermolecular interaction and compare two 
surface samples covered by two opposite enantiomers, separately, using others methods than 
STM and AFM.  

 
 

CHIRAL RECOGNITION AND IR AND SERS 
 
Vibrational spectroscopy offers also wide possibility in detecting intermolecular 

interaction between chiral molecules adsorbed on surface as compared to STM and AFM. 
Additionally, the advantage of the vibrational spectroscopy to STM and AFM, is possibility 
of detecting, for instance, difference in molecular interaction between chiral species – 
adsorbed on surface – also in racemic mixture, not only between enantiomers of the same 
chirality, as ascribed above.  

Baranska et al. analyzed vibrational specta (R and IR) of racemic and enantiomeric malic 
acid [41]. They observed, so malic acid spectra were different (racemic and enantiomeric), 
especially in range 1600–1700 cm–1. For enantiomeric form was observed single band (from 
C=O vibration), and for racemic acid – doublet in this region. Authors argued, so in the case 
of racemic acid, two types of H–bonded carboxyl dimer rings were created, and in case of 
enantiomeric acid – only one type of H–bonded carboxyl dimer rings is present. Also 
interesting results were received by Ruperez and Laserna when -cyclodextrines interacting 
with two enantiomers separately, but they did not discuss carefully their own results [42]. 

 

 

Figure 7. External infrared reflection-absorption spectra for a racemic and enantiomeric N-
octadecanoylserine methyl ester monolayer in the range 2000-1000 cm-1 [43].  
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Gericke and Hühnerfuss investigated of chiral effects in SAM at air/water boundary. 
They observed chiral discrimination of N–octadecanoyserine methyl ester films at the 
air/water interface using external infrared reflection–adsorption spectroscopy (EIR–RAS): for 
enantiomeric form of adsorbed film, the alkyl chain was less ordered comparing to racemic 
one, in liquid phase [43]. The amide 1626 cm–1 band is broader in racemic film spectra than 
in enantiomeric one. Additionally, band from the C–O stretching vibration (circa 1080 cm–1) 
is wider or split into two fragments (1095 cm–1 and 1079 cm–1) for racemic monolayer. 
Additionally, the band representing stretching vibration of C–O group is narrower for 
enantiomeric film (Figure 7).  

 

 

Figure 8. SERS spectrum of L-cysteine on Ag in pH 3 [44].  

 

 

Figure 9. Cysteine conformers: PH, PN and PC, according to Newman projections [44].  

The idea of described below experiments [44] was verify of conclusion from paper [31].  
It is widely known, so the amino acids exist in zwitterionic form in crystalline state, and 

in solution all polar groups are ionized (it is connected with pH). For the cysteine, amino acid 
containing sulphur atom in its the molecule, respective pKa values are equal: 1.9 (for COOH), 
8.4 (for SH) and 10.5 (for NH3

+) [45].  
Spectra of cysteine SAM on Ag surface were recordered at varying pH. Analyzing of 

SERS spectra can be initiated from spectra recordered for cysteine adlayer adsorbed from 
solution at pH 3 in 0.1 M KCl (Figure 8). Two bands (670 cm–1 and 725 cm–1) are present in 
the frequency range of 650–750 cm–1 assigned as C–S stretching. Both bands could be 
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connected to C–S stretching vibration of cysteine rotamers (PH and PC or PN) (Figure 9). 
Before cysteine molecule adsorption on Ag surface, the thiol group is ionized (–S–). The 
intensity of 725 cm–1 band (related to 670 cm–1) is decreased, if we compared the SERS 
spectra recordered after 10 min and 30 min of cysteine adsorption. Additionally, intensity of 
1395 cm–1 band is increased in the same interval of time (after 1 h of cysteine adsorption, the 
spectra is stable). Probably it is connected with % ratio of rotamers of cysteine adsorbed on 
Ag surface. For the rotamer PH three polar groups of cysteine (thiol, carboxyl and amine) 
interact with Ag. For rotamers PC / PN, two groups interact with metal, thiol and amine / thiol 
and carboxyl, respectively. It is possible, so % ratio of PC rotamer is decreased (for this 
rotamer carboxyl group does not interact with Ag), and % ratio of PH rotamer increased (for 
this one carboxyl group does interact with metal). The intensity of bands in SERS spectra is 
connected with proximity to surface and enhancement factor exponentially decays, if the 
distance from the surface increases.  

 

 

Figure 10. SERS spectra obtained for different electrode potentials from a 10-3 M solution of L-cysteine 
in 0.1 M KCl in H2O at pH: (a) 3; (b) 13 [44].  

The conformation of many molecules adsorbed on metal surface may be changed by 
adding potential. The potential–controlled conformation change was observed for L–cysteine 
using two methods: second–harmonic generation (SESHG) and SERS by Brolo [46]. To 
verify the conclusion presented by Brolo, the SERS spectra of cysteine were recordered at pH 
3 and 13, in solution of 0.1 M KCl, from open circuit potential to – 0.9 V (representative 
spectra are presented on Figure 10). The most important bands of cysteine adsorbed on Ag 
surface are: 670 cm–1 (stretching vibration of CS), 890–910 cm–1 (mostly assigned to 
(CCOO–)) and ~1400 cm–1 assigned to symmetrical band of COO–, attached to Ag surface. 
If the added potential is lowered, the 890 cm–1 and 1395 cm–1 bands decrease and new 910 
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cm–1 band arises, at –0.7 V. The 890 cm–1 band is present only in acidic solution, at higher 
potential values. The 910 cm–1 band is observed in alkaline solution, in wide potentials range 
(Figure 10 b). If the experiment was carried out in heavy water solution (D2O), it is observed 
the 975 cm–1 and 1395 cm–1 bands disappearing, and new 960 cm–1 band arising (Figure 11 
a). Probably the 975 cm–1 band correspond to 890 cm–1 band in SERS spectra and it could be 
connected with labile hydrogen atoms from amino groups; thiol groups are dissociated, as 
mentioned above. The mode 890 / 910 cm–1 or 975 / 960 cm–1, in H2O or D2O, respectively, 
could be ascribed as mixture (coupling) the C–C stretching and N+CC bending [47]. 
However, more probable is lowering the frequency, if the protons were exchanged to deuter 
atoms (mass effect). This effect is sometimes ascribed as ‗inverse‘ isotope effect (increasing 
of frequency value of band on H/D exchange). Similar effect was observed for glicyne – the 
frequency was increased from 893 cm–1 to 1001 cm–1 (exchange NH3

+ / ND3
+) [48]. 

 

 

Figure 11. SERS spectra obtained for different electrode potentials from a 10-3 M solution of L-cysteine 
in 0.1 M KCl in D2O at pH: (a) 3; (b)13 [44].  

As it was mentioned above, if the added potential is lowered, the 1395 cm–1 band 
(carboxylic groups attached to Ag surface) is decreased. This band is strong, if potential 
values are higher, and disappears at lower potential values. This band is weak, if the spectra 
was recordered for cysteine SAM adsorbed from alkaline solution. The 1395 cm–1 band 
decreasing at applying potential if pH solution is 13 does not occur. Carboxyl groups of 
cysteine at pH 13 are dissociated (pKa = 10.5) and cysteine molecule exist in this condition as  

–SCH2CH(NH2)COO–. It could be possible, so similar form of cysteine is present at 
negative potentials at pH 3 (please compare the SERS spectra at pH 3 and 13). The observed 
transition in acidic solution could be linked not with protonating carboxylic groups, but it is 
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repulsion caused by negatively charged metal surface of them. If carboxylic groups were 
protonated in negative potentials at pH 3, it would be present the ~1700 cm–1 band in SERS 
spectra at these potentials. This band – 1700 cm–1 corresponding to C=O oscillation is usually 
very weak in SERS spectra. Extreme weak the C=O band was found in 1715 cm–1 in acidic 
solution in pH 2 and 1.6 (phosphate buffer), at several potential values (Figure 12). But the 
1715 cm–1 and 890 cm–1 bands were present in the same condition, and the transition 890 cm–

1 to 910 cm–1 may not be directly connected with protonation of carboxyl groups. Most 
logical assignment of 890 cm–1 band is H3N+CC and 910 cm–1 H2NCC and this transition 
is connected with deprotonation of amino groups. 

 

Figure 12. SERS spectra of L-cysteine adsorbed from 10-3 M solution in 0.1 M H3PO4 at pH 1.6 in the 
C-S and C-C stretching range (a) and in the C=O stretching range (b) [44].  

The 910 cm–1 band was observed in spectra recordered for SAM cysteine adsorbed from 
neutral and alkaline solution. Probably the absence of 1715 cm–1 band in negative potentials 
at pH 3 and 0.1 M KCl solution is related to orientation of carboxylic groups – parallel to 
metal surface (it that case the band is not enhance by surface). However, the protonation of –
COO– groups in 0.1 KCl solution at lower potentials does not allow to be definitely excluded. 
Similar results were also current for the D–cysteine.  

Adsorption of racemic cysteine from acidic solution (pH 3) on Ag surface with added 
potential were carried out, but some variation were found in the spectra. The potential 
stimulated transition of cysteine adsorbed on metal surface at negative potential values in 
acidic solution, are also present in DL–cysteine spectra, similar to D– or L– cysteine spectra 
(Figure 13). However, the band shift value in racemic cysteine spectra is different: it is 10 
cm–1 (the decreasing of 890 cm–1 band and arising 900 cm–1 band), and for enantiomeric 
cysteine it is 20 cm–1 (the decreasing of 890 cm–1 band and arising 910 cm–1 band). The 1395 
cm–1 band, associated with symmetric oscillation of –COO–, vanishes also in DL–cysteine 
SERS spectra. According to Kühnle et at. observation in STM experiment, LL or DD dimers 
at the metal surface are favored (they did not observe DL dimers on Au surface), because 
every cysteine molecule is adsorbed on the metal via suphur atom, amino group, and 
hydrogen bonds between both –COOH groups. As it is presented on Figure 3 from [31]7, this 
is most stable configuration. Additionally, similar configuration for racemic cysteine in less 

                                                        
7 available on http://www.nature.com/nature/journal/v415/n6874/fig_tab/415891a_F3.html#figure-title 
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stable. If DL dimers of cysteine were created on Ag surface, it would be a mismatch in 
hydrogen bonds (between –COOH groups) two cysteine molecules, and probable these bonds 
would become weaker. But Kühnle et at. observed cysteine pairs after annealing, and 
agglomerates of cysteine molecules were not observed. We observe rather agglomerates of 
cysteine than cysteine pairs on metal surface in SERS experiment. If SAM from racemic 
cysteine solution is formed, the enantiomers of cysteine molecules will adsorb at Ag surface 
with identical probability, but interaction between molecules with opposite chirality will be 
weaker in comparing to molecules with the same chirality.  

 

Figure 13. SERS spectra of a racemic mixture of D,L-cysteine (a) and of D-cysteine (b) adsorbed from 
a 10-3 M solution at pH 3 [44].  

The 900 cm–1 band in cysteine SERS spectra is sensitive to interaction (inter– 
intramolecular): the mode form of this band is connected not only with state of carboxylic 
group (–COOH / –COO–), but with hydrogen bond complex created by carboxylic groups. 
Then, shifting of frequency value for racemic cysteine (in comparing to racemic cysteine – 
910 cm–1) adsorbed on metal surface at low potentials, could be cleared as lowered of strength 
of molecular interaction between two neighboring cysteine molecules. It is assumed, so 
hydrogen bonding and carboxylic groups pay a decisive role in stabilizing of SAM structure 
of cysteine.  

It is known, so cysteine molecules can interact with metal surface through sulphur atom 
(Ag–S or Au–S bond is created). Additionally, other polar groups – amine and carboxyl of 
cysteine can also interact with Ag / Au surface. Cysteine molecule can interact and can be 
stabilized by 3 polar groups (PH rotamer) or two polar groups (PN i PC). It is possible, so metal 
surface covered by adsorbed enantiomer of cysteine could recognize an enantiomer other 
chiral species i.e. amino acid?  
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Silver electrode modified by L– or D– cysteine was removed to solution of phenylalanine 
(10–3 M) and SERS spectra were acquired at an interval of 30 min [49]. These series of 
spectra (four pairs of cysteine and phenylalanine) were presented on Figure 14. The upper 
spectrum in every pair cysteine and phenylalanine series is ex–situ spectrum. If cysteine SAM 
(built of L– or D– aminoacid) were maintained in contact with solution of phenylalanine 
enantiomer of opposite chirality, spectra was unchanged. If an electrode covered by SAM 
built from cysteine enantiomer and removed to solution of phenylalanine enantiomer of the 
same chirality, a new band appeared (730 cm–1). The assignment of this band could be C–S 
stretching vibration of cysteine rotamers – PN or PC.  

 

Figure 14. Series of the SERS spectra on Ag electrode covered with SAM of L- or D-cysteine in 
contact with a 0.001 M phenylalanine solution (L- or D-). Abbreviations: Cysteine—CYS, 
phenylalanine—PHE (the spectra were shifted along the vertical axis to enhance the clarity of 
presentation) [49]. 

It can be helpful analyzing higher–frequency part of spectra for deciding, which 
conformer is present beside the dominating PH conformer on metal surface, if enantiomers of 
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cysteine and phenylalanine of the same chirality interact together. In the Figure 15 is 
presented the SERS spectra within 1250–1550 cm–1 of SAM of L–cysteine on Ag surface 
after immersing into L–phenylalanine solution. The band at about 1400 cm–1, with an 
assignment to stretching vibration of the dissociated carboxyl groups, remains unchanged in 
time. In other experiments (corresponding to remaining of cysteine–phenylalanine pairs of 
enantiomers) were observed the same results.  

 
 

 

Figure 15. The SERS spectra of (L- or D-) cysteine SAM immersed into (L- or D-) phenylalanine 
solution within 1250–1550 cm-1 range. The upper spectra—cysteine SAM spectrum before transferring 
into phenylalanine solution. Abbreviations: Cysteine—CYS, phenylalanine—PHE (the spectra were 
shifted along the vertical axis to enhance the clarity of presentation) [49]. 

 

 

Figure 16. The SERS spectrum of L-phenylalanine adsorbed on the Ag surface at pH 3 [49]. 

If intensity of band at 1400 cm–1 is stable, although some part cysteine molecules have 
changed conformation. The 730 cm–1 band, observed in spectra if chirality of interacting of 
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cysteine and phenylalanine is the same, could be ascribed to conformer PN. The conformer PC 
may be excluded because the COO– groups are far away from the Ag surface. If the 
assignment of band at 730 cm–1 came from phenylalanine molecule adsorbed at Ag surface, 
the strongest band of phenylalanine (1000 cm–1 and 1615 cm–1) would be also present in the 
spectra. The band at 760 cm–1 in spectra of phenylalanine adsorbed on Ag surface, has a 
lower intensity comparing to 1000 cm–1 and 1615 cm–1 (Figure 16). Both bands are not 
observed. Probably, metal surface is covered by cysteine monolayer and phenylalanine 
molecules do not directly interact with Ag surface. These enantioselective effects could be 
discussed as chiral discrimination in intermolecular interaction between cysteine and 
phenylalanine molecules on Ag surface. Probably, some cysteine molecules change their 
conformation from PH do PN and group –NH3

+ of cysteine can interact with a COO– group of 
phenylalanine (Figure 17). The fact, so only DD or LL cysteine–phenylalanine pairs hydrogen 
bonding between COO– group of phenylalanine and NH3

+ group of cysteine is possible, is 
connected with existence of bulky C6H5CH2– group bonded to chiral carbon atom of 
phenylalanine and hindrance effect.  

 

 

Figure 17. Model of interaction between two amino acids: L-cysteine and L-phenylalanine at the Ag 
surface [49]. 

Problem of chiral discrimination in interaction of phenylalanine and cysteine adsorbed on 
Ag surface could be discussed by considering the result of changing the chirality of one 
molecule. It is possible two ways of creation of phenylalanine–cysteine pairs, which contains 
molecule with different chirality (DL, LD). The first way is exchange the location of 
C6H5CH2– and NH3

+ groups of phenylalanine. This arrangement may be less optimal as 
presented in Figure 17, because of stronger coulombic interaction between amino groups of 
phenylalanine with cysteine molecules and amino groups of neighboring cysteine molecule in 
SAM (it means decreasing the distance between both groups comparing to model in Figure 
17). The second one consist in exchanging the location of hydrogen atom and benzyl group 
bonded to chiral carbon atom of phenylalanine. This could not be possible because of 
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hindrance cause without splitting of hydrogen bonds between amino groups of cysteine and 
carboxyl groups and phenylalanine. 

Cysteine molecules adsorbed on Ag surface can recognize others chiral molecules – 
cysteine or phenylalanine, in experiments carried out with applied potential or not. Molecular 
interaction between two enantiomers (with the same or opposite chirality) can be detected by 
changes in vibrational spectra – presence or absence of the bands, bands shift or splitting and 
wider/narrower bands present in the spectrum.  

 
 

CHIRAL SURFACES AND OTHERS METHODS 
 
It is also possible to detect intermolecular interaction between chiral molecules using not 

only vibrational spectroscopy or STM/AFM techniques. Others methods are also used, but 
theirs versatility are not (in my opinion) so wide in comparison to STM/AFM and Raman.  

Lu et co. observed, so borneol associated with Zn(II) and L–tryptophan in gas phase, do 
increase a nozzle potential (from 90 to 120 V) on lowered intensities of both forms of ions 
[AB3Zn(II)]2+ and [ABZn(II)H]+ (included (+)–borneol and (–)–borneol, separately). Used 
symbols mean: A – L–tryptophan, B – borneol [50]. 

Sato et al. reported, so they carried out Monte Carlo simulations of studies on adsorption 
tris (1,10–phenantroline)metal(II) (racemic and enantiomeric form) by a clay [51]. They 
observed differences in free energy curves of chelate species along x, y, z and the axle Θ 

among the species for racemic and enantiomeric pairs, and intermolecular distance among 
these species. Similar calculation were carried out by Szabelski et al – they investigated chiral 
adsorption on nanostructured chiral surfaces and slit pores [52].  

Theoretical calculation were done by Dodziuk et al. – they investigated interaction 
(molecular and chiral recognition) of decalin isomers by –cyclodextins using force fields 
methods (AMBER, CVFF, CFF9I). They reported, so results were not so simple to 
interpretation and they suggest so molecular dynamics in solvent is optimal method of choice 
chiral and molecular recognition by cyclodextrins [53].  

Sawada et al. reported so differences in height peaks were observed for complexes of 
host–guest determined by fast–atom bombardment (FAB) mass spectroscopy between crown 
ethers (RRRR–1 and SSSS–1–d6) and amino acid ester ammonium ions (G) [54]. They defined 
the IRIS value as I[(HRRRR · G)

+]/[ HSSSS–1–d · G]
+ = IR/IS–d6. The IR/IS–d6 values were changed 

from, for instance, 2.0 through 1.0 to 0.5 in dependence from % ratio of enantiomeric form. 
They used two methods: FABMS/EL–Host method and FABMS/EL–Guest method.  

Small differences in enantioselective recognition of alanine in solution on SAM adsorbed 
on gold, when chiral PAMAM dendrimers G4.0 were used [55]. They observed a lineary 
dependence the electro–oxidation peak current of Ala concentration over the range from 0 to 
10 mM (for 143–187 Acm–2/M). They suggested, so detection limit (3[M]) was slight 
higher for PAMAM G4.0–D(+)Ala–L(–)Ala than for PAMAM G4.0– L(–)Ala– D(+)Ala.  

Harvey and Arnett observed chiral recognition in monolayers created by methyl ester of 
stearoyserine (SSME) and palmitic acid in air/surface interface, if chiral species was in excess 
and if film arrangement was in a distorted and condensed form [56]. The  (dyn/cm) for 
racemic film is higher in comparison for enantiomeric monolayer. The surface shear viscosity 
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film was also higher for racemic film, and equilibrium spreading pressure in prespread 
monolayers, too (Figure 18). 

Small differences in peaks intensities of the 13C NMR spectrum was observed by Belogi 
et al. They registered series of NMR spectra of pairs 5 chiral species (for instance, amine and 
carboxylic acid) in different concentration of them [57]. 

Sometimes in molecular recognition are used imprinted polymers: they are helpful in 
chromatographic separations, in pesticide and synthetic antibodies, in drug analysis, in 
discriminating absorption of molecular species and synthetic enzymes. The imprinted 
polymers is a template particle or ionic molecule joined together with the monomer to create 
a covalent or non–covalent–bonded complex. 

 

 

Figure 18. Model of molecular packing in a film containing (R)-(-) and (S)-(+)-SSME and an achiral 
fatty acid. Scheme A represents a separation of the chiral centres by an intervening fatty acid matrix. 
Scheme B represents segregation of SSME from the achiral matrix and direct contact between chiral 
headgroups [56].  

Hollow spaces are formed in the polymer matrix (created from matrix–forming 
monomer) and these spaces can ‗remember‘ the features. Additionally, these features have 

preferences in bonding and imprinted polymer might selectively join together with molecules 
from mixture of species: biological macromolecules, small organic molecules, inorganic 
cations and anions, etc. Generally, imprinted polymers are put as stationary phase for 
chemical discrimination of molecules. The idea of ‗molecular imprinting‘ was born in 1940‘s 

as L. Pauling‘s conception of mechanism the antibodies formation [58]. At the present time, 

theory of molecular imprinting comes from Wulff and Sarhan idea [59]: they synthesized 
polymers with enantiomeric cavities and separated racemic mixture of chemical species. 
According to that, it is also possible employing non–covalent interaction among monomers 
and species, and using them, for instance, immunosay–type analyses as an alternative of 
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antibodies [60]. A glucose sensor could be also used as a ligand exchange process on an 
imprinted metal complex [60].  

Neumann et al. investigated surface pressure/area (/A) isotherms created by Langmuir 
films of enantiomeric and racemic 2–hydroxyhexadecanoic acid (HHDA) in the presence of 
metal cations: Ca2+, Pb2+, Zn2+ [61]. They observed chiral discrimination in HHDA films 
from Pb2+ / Zn2+ to Ca2+. Probably conformational status of the CH chain is autonomous of 
film condition (its compression) and minimal surface pressure (~1 mN/m) is needed for 
getting the finest order stimulated by presence Pb2+ and Zn2+. The most probable explanation 
these effects is causing different complexes functional group of monolayer forming species 
and particular metal cation. Important role in these relations play electrostatic interaction, 
including hydrogen bonding and van der Waals interaction. Neumann et al. observed higher 
surface pressure/area (/A) at the comparable surface coverage ratio (nm2/molecule) for 
racemic than enantiomeric HHDA. Similar effects was observed by Harvey et al. – 
equilibrium spreading pressure of stearoytyrosine for two kinds of films (film type I and type 
II) had higher values for racemic monolayer comparing to enantiomeric film [62]. Authors 
explained these differences as expression of repulsive electrostatic interaction between 
tyrosine polar groups, which is predisposed for fluidizing the structure of film. 

Tran and Yu determined spectrophotometrically the mechanism of interaction between 
two chemical species: tert–butyl carbamoylated quinine (t–BuCQN) and N–derivative of 
leucyne (DNB–Leu) [63]. They strong suggest, so 3 probable interaction are possible: 
between ammonium group of of the t–BuCQN and carboxylate of the DNB–Leu (electrostatic 
interaction), between aromatic group of DNB–Leu and aromatic group of t–BuCQN (donor–
acceptor CT transfer type of interaction), and amide group and carboxylic group (hydrogen 
bonding interaction). The dominant role play electrostatic interaction, and chiral recognition 
is possible, if electron is moved from donor quinoline group to acceptor dinitrophenyl group. 
It is important to use solvent with low polarity for eliminating of solvatation of donor and 
acceptor molecules by molecules of solvent.  

According to Xu and McCarroll‘s results, between the average anisotropy and 
enantiomeric composition is linear relationship [64]. The average anisotropy is also connected 
with chiral selectivity and enantiomeric composition.  

He et al. observed, so chiral sensors like binaphtol derivatives contain two chiral centres, 
can interact (and recognize them) with amino acids derivatives and obtained adducts, might 
be differentiated by the fluorescence intensity changing [65].  

Similar experiments were carried out by Demirats et al. – they investigated interaction 
between chiral calyx[4]azacrown derivative (molecule with two chiral centres) and methyl 
ester of alanine and phenylalanine (D and L enantiomers) by UV spectroscopy [66]. They 
observed, so binding constant (K) and enthalpy (H) values are higher, if L–enantiomer of 
amino acid is used. Authors suspect, so not only hydrogen bonding are responsible for 
intermolecular interaction and, in consequence, chiral discrimination, but also – stacking 
between aromatic groups. 

Molecular recognition might be illustrated as simply model of Langmuir monolayer at the 
air–water interface: polar–moieties of Langmuir monolayer are ‗host molecules‘ and 

hydrophilic species dissolved in aqueous subphase are ‗guest molecules‘ [67]. The process of 

molecular recognition comes from the interaction between host–molecules (Langmuir 
monolayer) and dissolved guest–molecules. According to Leblanc conclusion, it is unknown a 
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nature host–guest interaction at molecular level. Additionally, these interaction in Langmuir 
monolayers were investigated using surface chemistry methods (isotherms of V–A and –

A), microscopy (epifluorescence and BAM, Brewster angle microscopy), oscillating 
spectroscopy (infrared, UV–vis and fluorescence), imaging elipsometry and X and neutron–

ray.  
Chiral recognition is also important in understanding different smell of two enantiomers, 

like carvone. Nandi and Vollhardt argue, so difference in smell carvone enantiomers comes 
from different interaction with lipid molecules presented in nasal membrane – probably they 
interact with different part of chiral molecules [68]. (S)(+)–carvone has caravay–like smell, 
and (R)(–)–carvone smells as spearmint (Figure 19). They observed chiral discrimination of 
carvone in the surface potentials and –A isotherms.  

 

 

Figure 19. Presentation of the odor recognition process of chiral molecules at nasal membrane [68]. 

Ariga et al. divided chiral discrimination in air–water interface on two main categories: 
chiral discrimination among monolayer species and chiral discrimination between monolayers 
and aqueous molecules (guest) [69]. It is possible to use techniques in chiral discrimination 
like polarized IR reflection–absorption spectroscopy, BAM with GIXD, and also 
computational modeling and energy calculation, and nonliner optics and surface reactions.  

Molecular imprinted polymers (MIP), similar to Langmuir monolayers at the air–water 
interface, might also be used to molecular recognition according to Rushton et al. [70]. MIP 
have poorer selectivity in comparison to natural recognition systems and their properties are 
strong connected from their concentration. If concentration of MIP is high, their selectivity is 
low and lead binding assets. In opposition, at low concentration of MIP, dominate selectivity. 
In conclusion, high selectivity of MIP for low concentration can be useful for detecting toxins 
in water contributor.  
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Qian, P. et al. investigated polymer Langmiur–Blodgett (LB) films built from chiral 
species (N–alkylacrylamides): (S)–2–metoxy–1,1‘–binaphtalen–2‘yl methacrylate (S–MeBN) 
or (S)–2–hydroxy–1,1‘–binaphtalen–2‘yl methacrylate (S–HOBN), with N–decyl– (DA), 
docecyl– (DDA), or tetradecylacrylamide (TDA) [71]. They measured surface pressure–area 
isotherms. The electrodes with adsorbed chiral species, induced very responsive potential 
change after addition to solution of enantiomer of 1–phenylethylamine (PEA): (S)–HOBN 
film can discriminate enantiomers of R– and S–PEA, but (S)–MeBN film can not discriminate 
these PEA enantiomers. Potential decrease measured after addition to solution of enantiomer 
of PEA is stronger for R– enantiomer than for S– one. Additionally, potential changes as a 
function of PEA concentration, is stronger for R–PEA. Authors argue, so R–enantiomer binds 
stronger in comparison to S–enantiomer. The lack of chiral discrimination for S–MeBN 
comparing to S–HOBN shows, so crucial role plays interaction between hydroxyl group (S–

HOBN) and amino group (PEA). Probably steric hindrance is smaller for R– than for S–

enantiomer of PEA and methyl group is distant from naphthyl group of (S)–HOBN (Figure 
20). Interaction between – electrons of benzyl and naphthyl group can not be definitely 
excluded, and possibly might stabilize adduct PEA–(S)–HOBN.  

 

 

Figure 20. Schematic illustration for mechanism of chiral molecular recognition [71]. 

Gariani et al. tested a chiral tellurium ferrocene as a chiral species in NMR enantiomeric 
purity discrimination [72]. They synthesized a derivative of tellurium ferrocene 
(monosubstituted) in first step, and acquired 125Te NMR spectrum of this species and (S)–(+)– 
and (R)–(–)– N–(3,5–dinitrobenzoyl)–a–methyl–benzamide, S–(+)–N–DNBMBA and R–(–)–
N–DNBMBA. The 125Te NMR chemical shift is related to enantiomeric excess of N–

DNBMBA: the highest value (in ppm) is observed, if spectra was acquired at 100% ee of S–

enantiomer, and the lowest – at 100% ee of R–enantiomer. If spectra was acquired for adduct 
of racemate of N–DNBMBA, the value of chemical shift is at half–way for S and R 
enantiomers (Figure 21). Gariani et al. also observed, so two peaks intensity – at 327–329 
ppm region – is correlated with enantiomeric excess of N–DNBMBA – peak with lower ppm 
value has higher intensity than peak with higher intensity for S enantiomer, and for R 
enantiomer both intensities were inversed in comparing to S enantiomer. For racemic mixture 
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of N–DNBMBA, both peaks have comparable intensities. Unfortunatelly, Gariani et al. do not 
propose mechanism of creating adduct between both species (N–DNBMBA and derivative of 
tellurium ferrocene) and, do not explain why spectra for S and R enantiomers are different.  

An example of chiral shapes of biological crystals are shapes of specimen of the 
foraminifer Globigerina pachyderma, a marine microorganism, offers a significant example 
of macroscopic symmetry. If a sea or oceanic water temperature is low (Antarctic, Arctic), the 
direction of calcium carbonate shells coil is counterclockwise (>98%) [73]. If water 
temperature is high (tropic regions), more than 98% coil in clockwise direction.  

Attard observed electrochemical enantioselectivity at chiral metal surfaces [74]. He 
adsorbed enantiomer of 2–butanol (simplest chiral alcohol, CH3*CH(OH)CH2CH3) on 
platinum surface (according to Attard nomenclature – Pt {643}S and Pt {643}R). In next step, 
platinum electrode covered by 2–butanol, was immersed to glucose (D or L) solution in 0.1 M 
H2SO4 and electrochemically oxidized (CV was registered). In this condition were present:  

– Pt {643}S and D–glucose = Pt {643}R and L–glucose (first pairing), 
 
– Pt {643}S and L–glucose = Pt {643}R and D–glucose (second pairing). 
 
For first pairing of species, the peak at 0.33V/Pd–H has higher intensity than peak 

registered for second pairing at 0.22V/Pd–H (Figure 22).  If platinum surface was not cover 
by enantiomer of 2–butanol and removed to D– or L–glucose solution, and CV was 
registered, no electrochemical enantioselectivity was observed.  

 

 

Figure 21. 125Te NMR spectra of (+)-N,N-diisopropyl-(2-butyltellurium)ferrocenyl-carboxamide (+)-2 
with: (a) (S)-(+)-N-DNBMBA (+)-3; (b) N-DNBMBA (±)-3; (c) (R)-(-)-N-DNBMBA (-)-3 [72]. 

 
Similar effects were observed for other carbohydrates – mannose, arabinose and xylose 

by Ahmadi and Attard [75]. Unfortunately, they does not explain, why these peaks occurred 
in different potential and reason of changed intensities. Probably, the platinum surface 
heterogeneity, covered by enantiomer of 2–butanol occurs, so more simple is oxidation of 
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second pairing [75]. Attard also argued, so important is kind of electrode – better 
enantioselectivity is using chiral electrode like Pt {643}S / Pt {643}S in comparing to Pt 
{211} and Pt {332}. According to his hypothesis, it is connected with surface density kink 
sites [75]. 

Similar experiments were carried out by McFadden et al. [76]. They adsorbed also 2–

butanol on chiral Ag surfaces, like Ag {643}S and Ag {643}R. In next step, they desorbed of 
2–butanol (by Temperature Programmed Desorption, TPD) and desorption rates were 
measured. Unfortunately, observed differences in TPD spectra for 4 pairing of species are 
rather small.  

 
 

 

Figure 22. Pt{643}S voltammogram in (a) 0.05 M sulfuric acid + 5x10-3 M D-glucose or (b) 0.05 M 
sulfuric acid + 5x10-3 M L-glucose. Pt{643}R voltammogram in (c) 0.05 M sulfuric acid + 5x10-3 M D-
glucose or (d) 0.05 M sulfuric acid + 5x10-3 M L-glucose [74].  
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CONCLUSION 
 
The most important problem in investigation of chiral surfaces is the fact, so 

enantioselectivity has very subtle form and energy differences between two enantiomers are 
no more than few kJ (<10 kJ) [77]. Despite it, enantiospecific interaction are possible to 
detect using the technique like STM, AFM, SERS, electrochemical methods and others. If 
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STM or AFM are used, it is possible to observe the metal or non–metal surface covered by 
interacting chiral species, for instance, one enantiomer, then surface sample covered by 
second enantiomer is a mirror image to the previous one (this is logical – this is the definition 
of chiral species). Using others techniques, like Raman and SERS, IR, and electrochemical 
methods in addition, it is possible to characterize the interaction between enantiomer 
molecules, or molecules of racemic mixture. It is also feasible to determine interaction 
between diastereoisomers – i.e. on surface covered by one chiral species, are adsorbed other 
chiral species, for instance, of carbohydrate and chiral alcohol pairing enantiomers.  

For practical use, significant quantities of chiral metal surfaces are needed, to 
enantioselective catalysis and preparation. In addition, for enantiospecific hydrogenation high 
thermal stability is needed [77]. In opposite to enantioselective catalysers, enantiospecific 
sensors require low surface area [77].  
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1.1. GENERAL INTRODUCTION 
 
Molecular imprinting has been widely studied and applied in the last two decades as an 

innovative tool for various technological and scientific fields. The first approach to molecular 
imprinting was not well known until 1949 when Dicky and his coworkers succeeded to create 
complementary molecular cavities for certain dye molecules. Dickey's silicates could be 
considered as the first molecularly imprinted material [1and2].  

In general, molecular imprinting process involves the formation of molecular cavities 
inside the polymer matrix being imprinted which are of complementary structural, functional 
group orientation and geometrical features with respect to the molecule being imprinted. 
Specifically, the molecular cavities are created by the incorporation of the template molecule 
during the polymerization process in such a way that a three dimensional network is formed 
around the molecule being imprinted. Upon extraction of the molecular moiety (template) 
from the polymer matrix, molecular cavities with specific shape, size and electrostatic 
features, remain in the cross-linked host material [3-5]. 

 Because of its unique properties, molecularly imprinted materials have been widely 
utilized for a lot of applications and in various fields. They were applied in high performance 
liquid chromatography [6], food analysis [7], capillary chromatography, solid phase 
extraction [8] and drug delivery techniques [9].  

One of the most important applications of the imprinting technique is the molecular 
recognition. Sensors prepared by imprinting methods could introduce good solution for the 
recognition of a variety of biologically active molecules. Recognition mechanism of the 
molecules is largely similar to what happens in living organisms. In our bodies, there are a 
large number of different molecules, and cells, without which we cannot survive, which are 
able to work cooperatively in such a way that certain function are carried out very precisely 
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and accurately. For example, the receptors on the surface of cell membranes bind hormones 
specifically and selectively. When the receptor binds a hormone, its conformation is changed 
and a message of the hormone is transferred in terms of a conformational change and as a 
result of that a specific function of that hormone is fulfilled. In molecular recognition, the 
molecules being imprinted can rebind to their molecular cavities with very high degree of 
selectivity and specificity, so that these materials may be named as artificial antibodies. 

 
 

1.2. MOLECULAR IMPRINTING UNDERLYING PRINCIPLE 
 
Now we will focus here on the basic idea of discussion, the imprinting process .we will 

talk in details about different types and mechanisms involved in molecular imprinting. 
Generally, there are two main strategies employed in the molecular imprinting processes. 
Both strategies are mainly based on the type of interaction with building units of the matrix 
being imprinted. The first strategy is covalent imprinting which involves covalent interaction 
between the functional monomer units and template molecules being imprinted. On the other 
hand the second strategy is non-covalent imprinting which involves non-covalent interaction 
between the functional monomers and template molecules. In the following paragraphs the 
two types are discussed in details.  

 

 

Figure 1. General idea underlying the molecular imprinting process. A) Molecular assembly between 
template molecule and functional monomers; B) polymerization of functional monomers around 
template molecule; C) template extraction from three-dimensional matrix; D) rebinding process to the 
molecular cavities. 

It can be mentioned here that, there are four steps involved in tailoring and in using the 
molecularly imprinted polymers (MIP) whether the devoted mechanism is making use of 
covalent or non-covalent approach. The first step involves a contact between the template 
molecule and the pre-selected functional monomer so that a pre-polymerization complex 
(adduct) is formed between them. The stability of the complex structure will determine the 
behavior of the future molecularly imprinted polymer (MIP) with respect to the imprinted 
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molecules. The second step involves polymerization and cross-linking of the monomer 
building units around the complex formed in the first step. The last step involves leaching out 
(extraction) of the imprinted template molecules leaving well established molecular cavities 
in the polymeric material. The imprinted material now carries finger prints of the target 
molecule and is able to rebind it again with high selectivity even in the presence of molecular 
structures of comparable shape and size. 

 
 

1.3. IMPRINTING MECHANISMS 
 
The mechanism of molecular imprinting is almost determined by the type and strength of 

forces underlying the formation of a pre-polymerization complex at the preliminary step in 
the imprinting process. The importance of this step lies behind the fact that the recognition 
characteristics of the imprinted material rely on how efficient interaction between the 
template and the functional monomers would be achieved. Whenever the complex formed 
between the monomer and the template molecule is due to rearrangement of the bonds 
between the two species leading to a new adduct, then the mechanism would be covalent. On 
the other hand, non-covalent imprinting involves only arrangement of molecular species 
around each other in a three-dimensional network using the typical forces of attraction 
between the molecules like Van der Waals forces, electrostatic attraction or dipole-dipole 
interaction between the molecular species. 

 
 

1.3.1. COVALENT IMPRINTING 
 
This type of imprinting involves a preliminary step in which a template-monomer unit is 

covalently formed ,then these complex units copolymerize with additional polymer forming 
components, with a high proportion of cross linker, in a suitable solvent which is able to 
dissolve both the monomer and template molecules. A polymer network in which the 
template is covalently bound to the polymer matrix is finally obtained [9] with the template 
being encapsulated inside its matrix. Condensation reactions are the main processes involved 
in covalent imprinting approaches. It is found that moderate and reversible covalent bonds are 
formed under mild aqueous conditions while strong covalent bonds, notably ester bonds, are 
formed under fairly acidic or basic conditions.  

The mild covalent imprinting process is found to be more advantageous when compared 
to strong covalent imprinting. On one hand the imprinting process itself is much easier and 
needs less processing steps. Most importantly, the extraction of template and its rebinding to 
the created molecular cavities would be easier in the first case. The basic routes for mild 
covalent imprinting process include the use of boronate esters, Schiff bases, ketals, and 
acetals. However, boronate ester imprinting turned out to be the most efficient and easily 
handled process among the above mentioned methods. Guntter Wulff et al had been the first 
group to use boronate esters for the purpose of molecular imprinting process [9]. 

A variety of template molecules which were imprinted using this approach included 
glyceric acid [10], derivatives of manose [11], galactose and fructose [12], sialic acid [13], 
castasterone [14] L-dopa [15], and some nucleosides [16]. Also, amino acid derivatives were 
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successfully imprinted by condensation with carbonyl compounds (mainly aldehydes) [15, 
17] which is an example of Schiff bases. Moreover, ketals and/or acetals, formed between a 
diol and a carbonyl compound, have been employed in molecular imprinting protocol. Mono- 
and di-ketone template molecules have been extensively studied by Shea et al [18-20]. 

Damen et al [21-23] have contributed to improving the molecular imprinting 
methodologies by introducing for the first time the use of strong covalent bonds in the 
template-monomer assembly process. Strong covalent bonds, notably ester bonds, were used 
to assemble the polymerizable template monomer species, followed by incorporation into 
divinylbenzene-based matrices using suitable reagent or by hydrolysis. Rebinding to the 
polymers involved reaction of an acyl chloride with the alcohol component or displacement 
of bromide by a salt of the carboxylic acid. 

Semi-covalent imprinting can be affected by making use of a condensation of amides and 
esters together. In the simplest form a (meth) acrylate ester of the template is copolymerized 
with the matrix-forming monomer mixture. The template is subsequently removed by 
hydrolysis, with rebinding of the unesterified template to the polymer. Rebinding process 
could be attributed to interaction of the template hydroxyl( s) with (meth)acrylic acid residues 
introduced into the imprinted site.[9] 

 
 

1.3.2. NON-COVALENT IMPRINTING 
 
Non-covalent imprinting approaches make use of the typical forces of attraction between 

molecules such as hydrogen bonds, dipole-dipole interactions, and Van der Waals weak 
forces to generate adducts between template molecules and functional monomers used in the 
polymerization process. In non-covalent imprinting mechanism, a pre-polymerization adduct 
(Complex) is formed between the molecular assembly being imprinted and the monomer 
molecule before polymerization process in the solution mixture. The functional monomers 
used in the imprinting process would be arranged around the template molecule according to 
the mutual functional groups on both of them. The polymeric material grows around the 
template assembly creating molecular cavity around it, so that after the molecule is extracted 
a complementary molecular cavity is created in the matrix. For example, the imprinting of a 
group of catecholamine compounds like dopamine, epinephrine and nor-epinephrine 
molecules has been done in a hybrid matrix formed of tetraethylorthosilicate and 
phenyltriethylorthosilicate precursor monomers. A computational study about the type of 
interactions occurring during the pre-polymerization step showed these molecules interact 
with the hydrolyzed precursors via the amino group which achieve the best interaction 
between the imprinted matrix and the rebinding template [24]. 

To the best of our knowledge it was referred for the first time to non-covalent imprinting 
in 1980 by Mosbach's group [25, 26]. Non covalent imprinting can be affected by a single 
monomer or a combination of monomers .The first type is the simplest and the most 
widespread approach. During the last two decades many functional monomers have been used 
in non-covalent imprinting for different applications. According to their nature these 
monomers were classified as acidic, basic or neutral. Carboxylic acid based monomers have 
been widely utilized. Their widespread comes from the fact that they have few bonds with 
few rotational degrees of freedom, so they have different ways to interact with the template as 
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H-bond donor, H-bond acceptor and through formal ion pair formation as well as weak 
dipole-dipole interactions. 

For instance, the group of methacrylic acid derivatives of enhanced properties including, 
triflouromethyl acrylic acid, methacrylic acid, methyl methacrylate, etc are examples of 
monomers of acidic properties. Among the basic monomers, vinyl-pyridines, electron rich 
compounds, interact strongly with electron deficient molecules having aromatic rings [27]. A 
variety of neutral monomers include acrylamide which showed superior H-bonding ability 
compared to methacrylic acid under conditions of low polarity [28]. 

Imprinting with a combination of monomers have been very attractive to chemists as it 
introduced a probability of interaction with a wide varieties of molecular assemblies having 
wide range of chemical structures which in turn gives the chemist much more options in 
tailoring good recognition matrices able to rebind the template efficiently and selectively. In 
order that the imprinting process to be a successful one, the adducts formed between the 
template and the functional monomers need to be stronger than any interaction between the 
functional monomers themselves. Amino acid derivatives were imprinted in a mixture of 
methacrylic acid derivatives [29]. A variety of molecules were imprinted in a mixture of 
acrylamide and 2-vinyl pyridine [30]. 

 
 

1.4. FACTORS AFFECTING IMPRINTING PROCESS 
 
Here in this section we shall present a concise discussion about the factors affecting the 

molecular imprinting process and the ability of the imprinted materials to respond to the 
template over repeated rebinding processes. On surveying the literature over the last two 
decades we could determine few parameters which govern the characteristics of the imprinted 
materials. The type of monomer used, molar ratio between template and monomer, degree of 
cross-linking, temperature under which the polymerization is conducted, and media in which 
rebinding process shall be carried out are all factors affecting the rebinding efficiency of the 
imprinted materials. 

 
 

1.4.1. MONOMER SELECTION 
 
The effect of the type of functional monomer used in the the process of molecular 

imprinting has been found to be of a very crucial role for the molecular recognition 
characteristics of the imprinted materials. The type and the strength of interaction between 
monomers and template molecules occurring primarily before polymerization affects the 
binding sites created inside the polymer matrix. The functional group orientation inside the 
imprinted sites controls the regioselectivity of the polymeric material for the template during 
the rebinding process. One example, quinine as a template was imprinted in a series of 
functional monomers. Methacrylic acid (MAA), acrylic acid (AA), and 2-vinylpyridine (2-
Vpy) were synthesized in the presence of quinine. All the polymers, after leaching out of the 
template were analyzed for rebinding ability of the template molecule with respect to the 
molecular cavities created during the polymerization process[31]. It could be mentioned here 
that among the MIPs prepared using the three different monomers, only MAA-containing 
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polymer showed higher binding affinity for the template molecule. Contrarily, MIPs prepared 
with AA and 2-VP as functional monomers exhibited only very low binding ability for the 
template. Obviously, this is because of the absence of significant interaction between these 
functional monomers and the template molecules. In view of the structure of these functional 
monomers, it was found that MAA is not only a proton donor, but also it is a proton acceptor 
which augments its interaction ability. 

Another example is a study carried out by Fiona Regan et al on the molecular imprinting 
of ibuprofen[32]. Ibuprofen was imprinted in a mixture of ethyleneglycoledimethacrylate 
(EGMDA) and one of three functional monomers including allyamine (MIP1), 2-
vinlypyridine (MIP2), and methacrylic acid (MIP3). On assessing the imprinted polymers for 
the molecular recognition of Ibrupofen in the prescence of its structural similar compounds 
like naproxen and ketoprofen, the percentage rebinding was evaluated and selectivity was 
determined by solid phase extraction. The 2-vinylpyridine MIP as a monomer–showed high 
selectivity for Ibuprofen over structurally related analogue with reference to the molecularly 
non-imprinted polymer sameples(corresponding controls) as indicated in talble1 [32]. 
Moreover it was capable of quantitatively extracting Ibuprofen from a pharmaceutical 
preparation. 

 
Table 1. Recoveries of Ibuprofen and analogues on MIPs with ibuprofen (MIP1 and 

MIP2)long with the corresponding controls (CON 2 and CON 3).[32] [cite MIP16] 

 
Compound  MIP 2 % 

recovery 
 

CON2% 
recovery 
 

MIP 3 % 
recovery 
 

CON3% 
recovery 
 

Ibuprofen 
 

83.34  2.81 
 

21.20 
 

2.51 
 

Naproxen 
 

30.96 
 

3.25 
 

14.32 
 

2.57 
 

Ketoprofen 
 

17.94 
 

1.44 
 

4.52 
 

1.08 
 

 
 

1.4.2.TEMPLATE, FUNCTIONAL MONOMER AND CROSS-LINKER  

MOLAR RATIO 
 
Template concentration is very critical in the creation of suitable number of the active 

sites (imprints). It can be mentioned here that, the functional monomer and the template molar 
ratio has been found of great importance with respect to the number and quality of MIP 
recognition sites [33]. Once the ratio of cross-linker to functional monomer has been 
determined, then the template (T) concentration can be optimized with respect to the 
functional monomer concentration (M) to the point producing the best recognition 
characteristics of the polymer [34]. For covalent imprinting this is not necessary because the 
template dictates the number of functional monomer that can be covalently attached in a 
stoichiometric manner forming a complex which then polymerizes producing the imprinted 
polymeric material. For non-covalent imprinting the optimized T/M ratio is achieved 
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empirically by evaluating several polymers made with different formulations with an 
increasing template concentration [35]. A very informative example about the role of the 
molar ratio between the template molecules is the imprinting of doxazosin mesylate into 
methacrylic acid as the functional monomer and triallylisocyanurate as the cross-linker in 
methanol solution using 2, 20-azobis-isobutyronitrile as the initiator for polymerization 
process. As indicated in table 2, the rebinding capacity Q for the imprinted polymer toward its 
template increases with the increase in the template concentration in the polymerization 
mixture reaching an optimum value at mixture P5 and levels off with higher concentrations. 
When the amount of template is low there is no chance for complexation with the functional 
monomer and as a result of that the binding sites formed in the polymer matrix would not be 
of appreciable importance. On the other hand using higher concentration of the template more 
than the optimum value has no benefit to the imprinting process, because any excessive 
amount would not have enough monomers to assemble with. 

 
Table 2. Preparation of MIPs for doxazosin mesylate and binding capacity of MIPs [36] 

 
No. Doxazosin 

mesylate 
(mmol) 
 

MAA 
(mmol) 
 

TAIC 
(mmol) 
 

Doxazosin 
mesylate:MAA:TAIC 
 

Q (lmol/g) 
 

1 0 50 200 0:1:4 9.8 
2 20 0 200 1:0:10 6.4 
3 20 10 200 1:0.5:10 25.7 

4 20 40 200 1:2:10 48.3 
 

5 20 120 200 1:6:10 76.2 
6 20 140 200 1:7:10 77.4 

Q is the rebinding capacity of the ratio of doxazosin mesylate (µmol/L) to the amount of imprinted 
polylmer(g) undergoing the rebinding process. 
 
 

I.4.3. ROLE OF CROSS-LINKERS 
 
During the synthesis of an imprinted polymer, cross-linkers generally act as a controller 

of the mechanical characteristics of the polymer matrix which would greatly affect the 
stability and three-dimensional shape of the imprinted binding sites after removal of the 
template molecules. Also, the type of cross-linker can greatly affect the selectivity of the 
imprinted polymer toward its counterpart molecules (template) which in turn affects the 
reversibility of the rebinding process. As an example, cholesterol was molecularly imprinted 
into methacrylic acid which is able to bind cholesterol through H-bonds and is able to repel 
bile acids in the intestinal mimicking solution in which cholesterol binding is tested. Various 
cross-linkers were tested for the synthesis process [37]. In view of large excess of 
hydrophobic cross-linker (ethylene glycol dimethacrylate), it is believed that a large portion 
of non-specific binding of cholesterol might be due to hydrophobic interaction between the 
template and cross-linker incorporated during the process. Substitution of 
ethyleneglycoldimethacrylate (EGDMA) by glyceroldimethacrylate (GDMA), bearing more 
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hydrophilic groups (OH) on the cross-linker backbone, decreases the non-specific binding of 
chlosterol, but at the same time more of the template molecules must be incorporated during 
the polymerization mixture to introduce larger degree of cross-linking. To overcome this 
problem new cross-linker, bearing cholesterol moiety was introduced into the process. This 
functional unit augmented both the selectivity of the imprinted polymer toward its template, 
and the degree of cross-linking. All in all, the percent and type of the cross-linker has to be 
determined experimentally for each template to reach the optimum values which guarantees 
the best recognition characteristics of the imprinted materials. 

 
 

1.5.4. TEMPERATURE EFFECT 
 
Always the effect of temperature is to accelerate the rate of the chemical reaction 

according to the famous Arrhenius formula. Regarding the role of temperature in the 
molecular imprinting process the situation is quite complicated. Low degrees of temperature 
would be an advantage to the stability of the template-functional monomer complex, however 
higher polymerization temperature is very favorable for the completeness of polymerization 
which in turn improves the quality of MIPs recognition sites created by the molecular 
assemblies during the polymerization process [38]. It was reported that the amount of quinine 
imprinted in thermally polymerized methacrylic acid, able to rebind to the imprinted film, is 
greatly affected by the temperature of polymerization being used. Polymerization at 15 oC and 
55 o

C respectively produced specific binding amounts of quinine equal to65.8 μmol/ g and 

59.89 μmol/g. This observation might be explained by the fact that at low temperatures, the 
template-monomer complex is formed better than that at higher temperatures [31]. Moreover 
several studies have shown that polymerization at lower temperatures forms polymers with 
higher selectivity versus polymers made at elevated temperatures [39]. The reason for this has 
been postulated on the basis of Le Chatelier‘s principle, which predicts that lower 

temperatures will drive the pre-polymer complex toward complex formation, thus increasing 
the number and, possibly, the quality of the binding sites formed.  

 
 

1.5.5. RECOGNITION MEDIA AND PROGEN 
 
The solvent used in the process of molecular imprinting is always called as progen. The 

importance of progen in molecular imprinting mechanism comes from the fact that it plays 
the central role in formation of the pre-polymerization complexes between the template 
molecules and functional monomer units by dissolving them together. A good progen should 
i) dissolve both the template and the functional monomer to the same extent, ii) interaction 
between the progen and either the template and /or ought not to be stronger than the 
interaction between the template and the monomer; iii) does not undergo any chemical 
reactions with either the template and/or the monomer during the imprinting process; iv) be 
easily evaporated. One important observation to be mentioned in this section is that the 
molecularly imprinted polymers exhibited higher rebinding effect in the solvent from which it 
was polymerized (progen). As an example of that, Metsulfuron-methyl (MSM) imprinted in a 
copolymer of 2-(triflouromethyl) acrylic acid (TF-MAA) and divinylbenzene (DVB) showed 
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the highest binding capacity for MSM [40]. The rebinding experiments characterizing the 
rebinding capacity of MSM depicted that the MIP binds only MSM in dichloromethane, 
which was used as a progen during polymerization process. 

 
Table 3. ∆E (a.u.) MAA in different solvents. [41][ Cite paper MIP3] 

 
Environment  Energy (a.u.) ∆E (a.u.) 

 
∆E (kJ/mol) 
 

Vacuum −306.49774 - - 
Chloroform −306.50841 0.01067 28.00253 
THF −306.51003 0.01228 32.25112 
DMSO −306.51305 0.01530 40.17724 
 
One more example is the effect of solvent on the interaction between theophylline and 

methacrylic acid as a functional monomer studied by Zheng Liu and his coworkers [41]. The 
interaction energy between theophylline and chloroform, tetrahydrofuran (THF) and dimethyl 
sulfoxide (DMSO) were calculated using B3LYP/6-31+G** level of calculations as indicated 
in table 3. In parallel to these computations the imprinted polymer was synthesized from the 
three solvent. 1H NMR spectroscopic investigations of the polymerization mixture showed 
that theophylline interacts most strongly with methacrylic acid in chloroform which showed 
the lowest interaction energy with theophylline while DMSO which had the highest 
interaction energy, showed the minimum interaction in the NMR. This result could be 
justified by the fact that whenever the solvent interaction with the template is smaller, that 
would assist to increasing the interaction between the template and the functional monomer. 

However, the role of the progen be visualized much more clearly as a controller of the 
morphological properties of the imprinted polymer like surface area and porosity of the 
imprinted material. Porosity controls the diffusion of the template molecules and rebinding 
efficiency of the imprinted materials. Almost in a lot of cases porosity arises from phase 
separation of the solvent (progen) and the growing polymer. Progens with low solubility 
separate early and tend to form larger pores with lower surface area. Conversely, progens 
with higher solubility phase were found to separate later in the polymerization providing 
materials with smaller pore radii distribution and greater surface area of the imprinted 
material [38].  

 
 

1.4.6. PH OF THE IMPRINTING SOLUTION 
 
The effect of the solution pH from which the polymerization process takes place is quite 

important when we consider its effect on the particles size and the porosity of the imprinted 
materials. In general, the effect of pH is mostly discussed for the inorganic imprinted 
materials prepared using sol-gel processes like silicates and titanates. The reason behind that 
the catalytic action of the acid or base during the hydrolysis process of the alkoxide 
precursors of the silicates and titanates. The pH value affects the physicochemical 
characteristics of these materials to a large extent by altering the porosity and particles size of 
the formed polymer. 
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The control of the porosity and particles size is very crucial because it affects the 
diffusion of template molecules into the imprinted sites during the rebinding process which 
would necessarily affect both sensitivity and selectivity of the recognition element going to be 
used later. More precisely, the nonspecific adsorption of the molecularly imprinted materials 
is affected by the porosity and particles size of the polymer. Whenever the polymer is very 
porous, then its permeability for the template molecules might increase regardless of the 
presence of imprinted sites. On the other hand, the very nonporous polymeric materials might 
also hinder the diffusion of the template molecules into the polymer and would prevent their 
approach to their imprinted cavities. Regarding the trend of the recognition ability of the 
imprinted materials, it is not a fixed trend but depends largely on the chemical structure of the 
template and its molecular size and how it would fit into the polymer matrix. 

As an example, dopamine (DA) and ascorbic acid(AA) as templates were molecularly 
imprinted into a hybrid matrix of silica and alumina from solutions having different pH 
values. Figure 2(a) shows rebinding process of dopamine (DA) to dopamine molecularly 
imprinted polymer (DA-MIP) when the imprinting process was carried out under a controlled 
pH with different values: 0.7, 4.0, and 6.0. The DA-MIP was synthesized with the molar ratio 
of DA:Si:Al being 1:10:3. In recognition process of the DA-MIP polymer in phosphate buffer 
solution (PBS) (pH = 6.5). The result shows a decreasing trend for DA to the DA-MIP 
surface with increasing values of pH used in the imprinting medium [42]. Contrarily, the AA 
rebound to the AA-MIP increased with the increasing in pH values as shown in Figure 2(b). 
When the imprinting medium pH gets lower at 0.7, AA is hardly imprinted into silica–

alumina gel, and consequently the rebinding process is quite low. Probably, the Lewis acid 
sites had a stronger repulsive force to the acidic group of AA at the lower imprinting pH. 
Conversely, the Lewis acid sites become weak at higher imprinting pH values, thus, it can be 
found that the higher rebinding amount of AA is found at an imprinting pH of 6.  

 

 

Figure 2. The imprinting pH effect on the rebinding quantity of (a) DA on the surface capped of DA-
MIP, and (b) AA on the surface capped of AA-MIP. The imprinting pH values of the silica—alumina 
solutions were adjusted by using HCl and NaOH solutions. DA (AA) imprinted silica gel was 
composed of DA (AA):Si:Al = 1:10:3. Each rebinding test was based on 50 mg DA-MIP powder in 10 
ml DA solution (0.2 mM) at 25 ◦ C for 30 min. The analytes solution is in 10 mM PBS, pH = 6.5. 

 
1.4.7. PH OF THE REBINDING MIXTURE 

 
The pH of solution from which rebinding process is conducted has great influence on the 

rebinding process of the template molecule to their imprinted polymers. The solution pH used 
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for the rebinding process affects the rebinding process in two ways. On one hand the 
electrostatic charge the template carries in solution is greatly controlled by the medium pH 
and varies with its change especially for molecules carrying functional groups susceptible for 
the change in pH like carboxylic groups, phenolic groups, amino groups …. etc. 

Consequently, the interaction between the template and the imprinted site would be affected. 
On the other hand, the change in the electrostatic charge of the molecular species might result 
in a change in the spatial configuration of the functional groups and their orientation in space 
with respect to the oriented functional groups in the polymer matrix. As a result of that these 
molecules might not be able to interact with the imprinted sites in an appropriate way and so 
on the efficiency of rebinding of the molecules to the molecular cavities will decline [43]. 

Most important to be discussed here is the effect of solution pH on rebinding process of 
neurotransmitter and drug like molecules which have been extensively studied during the last 
few years. Virtually all drug-like molecules are weak acids or bases. This means that they 
contain at least one site that can reversibly disassociate or associate a proton (a hydrogen ion) 
to form a negatively charged anion or positively charged cations. Molecules that disassociate 
protons are acids, and those that associate protons are bases. The reversibility means that a 
sample is always in equilibrium with some fraction protonated and the rest deprotonated.  

 
[HA  H+ + A- or HB  H+ + B-] 
 
By varying the availability of protons, i.e. the acidity of the media, the balance of the 

equilibrium can be shifted. Alternatively, the pKa values of a site can be thought of the pH at 
which the protonated and deprotonated fractions are equal. Experiments were carried out 
from different pH solutions on dopamine imprinted surface. All pH measurements were 
carried out from 100_mol L−1 with respect to dopamine. As illustrated in Figure 3, the current 
response increases with the increase in pH value.  

At pH-values lower than pKa1 (8.57), the protonated form of dopamine predominates 
than the unprotonated zwitter ion form. On the other hand, at pH-values higher than pKa2 
(10.08) the deprotonated (phenoxide ion) form is higher than unprotonated zwitter ion. 
Between pKa1 and pKa2, the zwitter ion form predominates over the charged form [27]. This 
argument clarifies the fact that the protonated dopamine molecule is less interacting with the 
oriented functional groups in the molecular cavities while the neutral form is best fitted to the 
imprinted sites so by increasing the pH values current response enhances. On the other hand, 
there was an increase in the oxidation potential value of the adsorbed species on the imprinted 
surface with the increase of pH value. This result could be explained from the fact that, 
positively charged molecules due to protonation of dopamine at lower pH values needs higher 
polarization potential (overvoltage) for oxidation. This is because the average electronic 
charge on the molecules is lowered, therefore it is more difficult to withdraw electrons at such 
a lower potential, while at higher pH values the molecule is either neutral or negatively 
charged which increases its electro-oxidation. This study was not extended to pH values 
higher than 9 because the glassy silicon film could decompose under the effect of strong 
alkaline medium. 
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Figure 3. Square Wave Voltammetry (SWVs) of dopamine imprinted film after dipping in 100 µM of 
dopamine solutions at different values of pH ( 1.02 : ── ;3.01: ── ; 5.09:── ; 6.99: ── ; 9.1: ── ). 

 
 
1.5. IMPRINTED MATERIALS ANALYTICAL CHARACTERISTICS  

AND RECOGNITION AND ANALYTICAL CHALLENGES 
 

1.5.1. REBINDING EFFICIENCY AND TEMPLATE RECOVERY 
 
One of the most important characteristics have to be considered seriously when 

discussing the performance of molecularly imprinted materials is the extent to which it is able 
to rebind the template once again into their imprinted sites. The sensitivity of the imprinted 
material to recover the template to the imprinted sites depends largely on some of the factors 
discussed in the foregoing sections including in particular the monomer selection, progen, 
template concentration in particular the post-treatment of the imprinted materials during the 
extraction step but most important to be discussed here, in this section is the impact of the 
rebinding efficiency on the molecular recognition characteristics of the imprinted materials. 
The sensitivity of the imprinted materials is related directly to the number of imprinted sites 
created during the polymerization process of the molecularly imprinted material. As 
mentioned above the number of these active sites in the polymer matrix is greatly affected by 
the extraction of the template and influence of this step is governed by two important factors. 
On one hand, the solvent shall interact with the polymeric material in such a way that it would 
change the conformational structure of the molecular cavities rendering them into 
incompatible structures unable to interact with template in the appropriate way. On the other 
hand, and most important to be considered is the affinity of the polymeric materials for cross-
linking after the extraction process. After the extraction of template, most polymeric materials 
are aged for certain period of time. The aging process is adopted to cure the polymeric 
material from any deformation which might occur during the post-imprinting treatments. This 
period of time would sufficient for extensive polymerization of the imprinted material which 
assists in blocking of the imprinted sites.  
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Moreover, the method adopted for the polymer preparation would affect the ability of the 
polymer to rebind its template. The use of different methods for the polymerization would 
absolutely vary the morphology of the polymer which results in a different reaction of these 
surfaces toward the template molecules. One example is the molecular imprinting of 
morphine as a template molecule in 3,4-ethylenedioxythiophene (EDOT) as a functional 
monomer using two different polymerization methods. The polymer was polymerized using 
traditional polymerization conditions and precipitation polymerization conditions. EDOT 
monomers were used to immobilize the molecularly imprinted particles in a second step. 
Rebinding experiments revealed that the polymer prepared using precipitation technique 
could recover higher concentration of morphine. Additionally the imprinted material showed 
higher selectivity for morphine in the presence of codeine molecules [44]. 

As a matter of fact, the decline in the number of imprinted sites would take place 
whatever the procedures being used during the extraction or aging processes but we can 
decrease its effect by some measures including the following: 

 
1. Selecting a solvent for the extraction process, able to leach the template out from the 

matrix with a minimum interaction with the polymer. 
2. Keeping the imprinted material in an isolated and dry place under low temperature to 

decrease the rate of polymerization process. 
3. Avoiding the use of rebinding solution containing any species which would 

accelerate the polymerization process as much as possible. 
 
 

1.5.2. MOLECULAR SELECTIVITY OF THE IMPRINTED MATERIALS 
 
One of the challenging difficulties facing the measurement protocols involving an 

extraction, separation or even detection step using molecularly imprinted materials is the 
ability to discriminate between different molecular species, especially when they have very 
similar molecular structures. The selectivity of molecularly imprinted is suppressed by two 
factors. On one hand, the non-specific adsorption on the non-imprinted sites in the polymer 
matrix contributes an appreciable interference during the recognition process. Non-specific 
adsorption can still be considered to be acceptable within the limits which would not affect 
the molecular selectivity of the imprinted materials especially both the interfering moieties 
and template molecules which interfere almost to the same extent. Moreover, the effect of 
non-specific adsorption can be avoided completely by conducting a control experiment. Non-
imprinted polymer, prepared using the same conditions of polymerization in the absence of 
the template, is tested in a solution containing the template molecule in the same 
concentration used in the routine rebinding experiments then the response of the non-
imprinted polymer is subtracted from the basic rebinding experiments. On the other hand, the 
interference coming from the anchoring of molecules of similar structures partially or 
completely into the imprinted sties presents the most challenging problem for molecular 
recognition characteristics of the imprinted materials. The molecular size in conjunction with 
spatial configuration of the functional groups of the interfering molecules with respect to the 
imprinted cavities of the original template plays the most influential role on enhancing or 
deteriorating the molecular selectivity of these materials. In principle, the imprinted materials 
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are tailored so that the imprinted sites would be able to recognize only their templates having 
the appropriate size and structure. But some molecules may have similar structure which 
might help them to be partially adsorbed into the molecular cavities in the polymeric 
materials. Moreover, competitive molecules could be adsorbed completely into these sites 
when their molecular sizes are slightly smaller than the molecular size of the template. The 
difference in size facilitates the diffusion of these molecules more easily into the polymer 
matrix which decreases the selectivity toward the template molecule itself. 

Carbaryl is an example depicting the highly selective molecularly imprinted polymer. 
The selectivity of the developed MIP-based fluorescent system for the recognition of the 
template was analyzed [45]. For such purpose, two other carbaryl pesticides (carbofuran and 
bendiocarb), structurally similar to carbamate were tested as possible interfering species, 
since those two compounds have similar chemical structures to that of carbaryl and show 
similar fluorescent spectra, they are also likely to be found in the same samples were carbaryl 
is to be determined. The MIP showed relatively high selectivity for the template compared to 
its potential interferents. One more example is the stereoselectivity of sol-gel imprinted with 
L-histidine. As template, L-histidine was imprinted into a hybrid sol-gel material synthesized 
from a mixture of functionalized organosilicon precursors (phenyltrimethoxysilane and 
methyltrimethoxysolane). The L-histidine imprinted and the control sol-gel films were 
exposed to a series of interfering substances. The sol-gel film has an excellent selectivity for 
L-histidine. Moreover, the imprinted sol-gel film showed a pronounced selectivity for L-
histidine against its stereoisomer D-histidine [46]. 

On the light of these two examples, it can be concluded that the selectivity of molecularly 
imprinted polymers originates from the rigid three-dimensional structure created with the 
polymer matrix during the imprinting process and can be preserved as long as these formation 
were kept without any deformation of both size and configuration of their internal functional 
groups spatially oriented with the template molecules. 

 
 

1.5.3. REPEATABILITY OF REBINDING PROCESS 
 
Here in this section, we will discuss the repeatability of the rebinding process on the 

imprinted films. Repeatability of rebinding measurements means how the repeated 
measurements could be close to each other. In other words, rebinding process should be 
repeated more than one time with respect to its imprinted material with an acceptable value of 
standard deviation of these measurements from the mean value. Repeatability of the rebinding 
process is very crucial from the point of view of long term use of the imprinted materials and 
how trustable are the results we get. Repeatability of results is affected by all the foregoing 
factors described in the previous sections especially those related to the synthesis process and 
post-treatment of the imprinted material. It can be discussed in terms of stability of molecular 
cavity created within the imprinted materials. Preserving the number and structure of these 
active sites without any deformations can be accessed various factors involved in the 
imprinting and rebinding process. The stability of results obtained depends also to a large 
extent on the type of imprinted material and its resistance for the external factors like 
temperature changes, long term exposure to solvents and post-treatment of the imprinted 
materials. Silica based sol-gel synthesized materials is an example of an excellent material 
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showing good extent of results repeatability. One example is the imprinting of dopamine and 
tyramine molecules into a hybrid sol-gel material synthesized by acid hydrolysis of a mixture 
of tetraethylorthosilicate (TEOS) and phenyltriethylorthosilicate (PTEOS)[43]. Dopamine 
molecularly imprinted film cast on glassy carbon electrodes were tested for repeatability of 
their measurements. The rebinding experiments were carried out from a solution containing 
50 µM dopamine prepared in PBS (pH 7.2 and 10 mM). The batch solutions from which 
adsorption experiments were prepared freshly for each experiment being done. The rebinding 
experiment was carried out five times for the same electrode with a period between each two 
experiments not more than 15 minutes. Results (current responses) obtained from dopamine 
oxidation on dopamine molecularly imprinted film as shown in table 10 indicated that the 
measurements are highly stable and repeatable. The standard deviation from the mean of 
measurements values calculated for the repeated experiments is very reasonable (7.4 %) with 
an accepted value 1.440 10-8 A, so we can write the mean value of these results as (1.958 ± 
0.144) x 10-7 A. The stability of measurements confirms the fact that adsorption occurs only 
into well defined molecular sites (molecular cavities created during the imprinting process). 
Measurements were carried out on three different electrodes each time. 

 
 

1.6. CLASSIFICATION OF THE IMPRINTED MATERIALS ACCORDING  

TO THE TYPE OF MONMER 
 

1.6.1. IMPRINTING IN ORGANIC MATERIALS 
 
In the previous sections we have shown generally an idea about molecular imprinting. 

We referred also to different modes of interaction between functional monomers and template 
molecules being imprinted and the factors affecting the whole process. Here in this section, 
we shall classify the molecularly imprinted materials according to the type of monomer used 
in the imprinting process. We have selected a wide spectrum of functional monomers used for 
the molecular imprinting of various molecular templates oriented for different applications. 
We selected a group of representative examples as indicated in table 4. These examples cover 
different modes of interactions with various template molecules used in a lot of applications. 
The imprinted polymers tailored using these templates is almost were synthesized using only 
one monomer [33, 40] or a mixture of monomers [31, 32] able to interact with template 
molecules under study. Organic monomers have been studied intensively during the last two 
decades due to their ability to bear various functional groups which are able to interact with 
various template molecules. Tailoring of these materials has been state of the art to 
developing molecular imprinting of various template molecules including drugs [35], amino 
acids [33, 34] Viruses [40], herbicides [43]. 

 
 

1.6.2. IMPRINTING IN INORGANIC MATERIALS 
 
Undoubtedly, imprinting in inorganic materials has got wide interest from chemists and 

materials science groups working in this area not only because of the advantages such as 
durability and wide applicability of these materials, but also because of the easiness of their 
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preparation in laboratories. Research in this area has intensified in the last few years for 
different technological and scientific aspects starting from analytical purposes to nano-
catalysis. The context of the following pages will survey different approaches to imprinting of 
different molecules into various inorganic materials. The main routes of these materials are 
the hydrolysis of metal alkoxides, mainly tetraalkylorthosilicates and titanium alkoxides using 
sol-gel process. Some examples for imprinting in silicates and titanates are shown in table 4b. 

 
Table 4a. Organic functional monomers used for the imprinting  

of wide range of templates 
 

Template Molecule Functional Monomers and cross-linkers used 

4-L-phenylalanylaminopyridine (4-LpheNHPy) Mixture of ethylene glycol dimethacrylate (EGDMA) and 
methacrylic acid[47] 

Tetracycline  Methacrylic acid (MAA) and ethylene glycol dimethacrylate 
as a cross-linker[48] 

D- and L-tyrosine Polypyrrole[49] 
L-tyrptophane Acrylamide (AM) and trimethylacrylate[50] 

Ibuprofen 
Methylmethacrylate (MMA) or 2-vinylpyridine in the 
presence of ethylene glycol dimethacrylate (EGDMA) as 
cross-linker[51] 

Uric acid Acrylonitile–acrylic acid[52] 

Propanolol Polymer micro-spheres [p-(divinylbenzene)-co-methacrylic 
acid] [53] 

Morphine Methacrylic acid and trimethylpropane trimethacrylate [54] 
Tobacco mosaic virus Polyethylene glycol hydro-gels[55] 
Monocrotophos Nylon-6 polymer [56] 

Doxazosin mesylate Methacrylic acid as a functional monomer and 
triallylisocyanate as a cross-linker[57] 

 2,4-dichlorophenoxyacetic acid  4-vinylpyridine (4-VP) and ethylene glycol 
dimethacrylate[58] 

 
Table 4b. Inorganic functional monomers used for the imprinting  

of wide range of templates 
 

Template Molecule Functional Monomers and cross-linkers used 
Nacfillin 
 

Tetramethylorthosilicate (TMOS), methyltrimethoxysilame 
(MTMOS) and Phenyltriethylorthosilicate [59] 

D- and L- 3, 4-dihydroxyphenylalanine (D- and 
L-Dopa) and R-and S-N,N'-
dimethylferocenylethylamine (R-FC) 

Tetramethylorthosilicate (TMOS) and 
phenyltrimethylorthosilicate (PMOS)[60]  

hemoglobin (Hb) 3-aminopropyl- trimethylorthosilicateda (APTMS), and 
trimethylpropylorthosiilcate (TMPS)[61] 

Caffeine 3-aminopropyltrimethoxysilane (APTMS), was used with 
tetraethylorthosilicate (TEOS) monomer [62] 

Cholesterol in assembled with β-cyclodextrine) Tetraethylorthosilicate (TEOS)[63] 
Silica scaffolds  Protein (lysozyme or RNas-A)[64] 
4-(4-ropyloxylazo)-benzoic acid (C3AZOCO2H) 
and anthracene carboxylic acids (2-AnCO2H and 
9-AnCO2) 

Titanium butoxide precursor (Ti(O-n-Bu)4)[65] 

d-glucose Titanium butoxide(Ti(O-n-Bu)4)[66] 
 
Most interesting in the use silicon or titanium alkoxides as precursor monomers regarding 

imprinting process is the potential of inserting functional organic groups on the central atom 
(Silicon or titanium). Consequently, we could have higher flexibility in using these materials 
for the imprinting of various template molecules. Moreover, the use of inorganic materials, 
synthesized by sol-gel technique, in molecular imprinting has showed increasing interest 
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during the last few years due to the following reasons i) Easiness of synthesis using sol-gel 
technique, ii) durability of the synthesized material compared to organic materials, iii) limited 
affinity for reacting with template molecules which allowed imprinting of big molecule never 
imprinted before like proteins[49] and iv) easiness to be applied as thin and ultra-thin films 
which have wide technological applications. 

 
 

1.7. COMPUTATIONAL APPROACHES TO MIPS 
 
During the planning of this thesis, part of the proposed work had been directed toward 

some theoretical manipulations and modeling aspects concerning the expected experimental 
results. Therefore, we will focus here on showing how computational work could improve 
research in molecular imprinting area in the last few years with some examples. 

First of all, we will give a concise overview on computational chemistry which may be 
less common for a lot of chemists especially experimentalists. Computational chemistry is 
relatively a new emerging branch of chemistry and often makes use of computer software 
which is designed for its purposes. Computational chemistry simulates chemical processes 
and structures numerically, based in full or in part on the fundamental laws of physics [67]. 

Computational chemistry allows chemists to study chemical processes by running 
calculations on computers rather than by examining reactions and compounds experimentally 
which could largely help in understanding some experimental results and improve new 
experimental recipes. There are two basic methods of all calculations; the first one is 
molecular mechanics simulations which makes use of the laws of classical physics to predict 
the structures and properties of molecules. Molecular mechanics are available in many 
computer programs such as Hyperchem, Quanta, and Alchemy. On the other hand electronic 
structure methods make use of the laws of quantum mechanics rather than classical physics as 
the basis for their computations. The most famous and widely used software is Gaussian 
program. Energy and other related properties of a molecule may be obtained by solving the 
famous Schrödinger equation whose simple stationary form is shown in the simplest form of 
Schordinger Eguaiton. 

 
H ψ = E ψ 
 
In the following few paragraphs, we will discuss some work which had been published in 

the field of computational chemistry focusing on the area of molecular imprinting. 
Xin Li et al have developed a computational method to screening functional monomers 

and polymerization solvents in rational design of molecularly imprinted polymer (MIPs). The 
method was based on the comparison of the binding energies of the most stable complexes 
formed between the template and different functional monomers. Five functional monomers, 
acrylamide (AAM), acrylic acid (AA), methacrylic acid (MAA), methylmethacrylate (MMA) 
and 2-trifluromethacrylic acid (TFMAA) were theoretically selected as possible functional 
monomers. Conformation optimization was performed using Hartree Fock (HF) computations 
at the level MP2 with 6-31++G (d) as a basis set specified for calculations [68]. According to 
the theoretical work done, the MIP with aniline as a template was prepared by emulsion 
polymerization method using acrylic acid as the best functional monomer, divinylbenzene as 
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cross-linker dissolved in carbontetrachloride. The synthesized MIP was then tested by 
equilibrium adsorption method, and the MIP demonstrated high removal efficiency for 
aniline. 

Also, the interactions between alkylorthosilicates and a template within the scope of 
molecular imprinting were studied to screen the best functional monomer which is able to 
achieve maximum interaction energy with the template molecules [68]. Substituted 
tetramethylorthosilicate monomers symbolized as XTMOS were studied. TMOS, 
NH2TMOSm COOTMOS, SHTMOS NH2PhTMOS and PhNHTMOS were screened for the 
best functional monomer. PhNHTMOS was the best monomer to be used with β-
damascenone which is a terpinic ketone found in the essential oils of many natural materials, 
as a template molecule. Computation results suggest that the use of the 3-21G basis set 
concomitantly with a method for basis set superimposition error( BSSE) correction represents 
a good compromise between the level of theory and the time consumed during computation 
for successful screening of functional monomers. 

Also, another group dedicated their computational work to develop and apply state-of-
the-art computational tools to achieve an understanding of intermolecular interactions in 
molecular imprinting of theophylline into complex polymeric systems [70]. Molecular 
dynamics (MD) simulations were carried out on different molecular systems in order to 
predict the interaction energies, the closest approach distances and the active site groups 
between the simulated molecular systems and different bio-ligands. The energy minimized 
structures of five ligands, theophylline and its derivatives (theobromine, theophylline-8-
butanoic acid, caffeine and theophylline-7-acetic acid) have been obtained with the use of 
molecular mechanics approach. MD simulations at room temperature were carried out to 
obtain equilibrated conformations in all cases. The first simulated molecular systems 
consisted of a ligand and commonly used functional monomers, polymers and a substrate. 
The second simulated molecular system consists of a ligand and a monomer or polymer using 
a solvent (ethanol). During this study, it was found that electrostatic interactions play the most 
significant role in the formation of molecular imprinting materials. The simulated functional 
monomers and polymers with ligands indicate that the functional groups interacting with 
ligands tend to be either –COOH or CH2=CH– groups. 

Another computational approach to be mentioned here was devoted to simulate the 
formation of possible imprinted polymers in acetonitrile solution for theophylline (THO) 
using combined molecular dynamics (MD), molecular mechanics (MM), docking and site 
mapping computational techniques [71]. Methacrylic acid (MAA) and methylmethacrylate 
(MMA) monomers were used to simulate possible homo and copolymer structures. The 
model is able to predict binding affinity and selectivity when considering THO analogues, 
such as caffeine, theobromine, xanthine and 3-methylxanthine. Comparison with available 
experimental data is also proposed. 

 
 

1.8. THE POTENTIAL APPLICATIONS OF MOLECULARLY  

IMPRINTED MATERIALS 
 
Due to their promising characteristics recognition elements tailored using molecularly 

imprinted polymers find nowadays numerous applications in a lot of fields including 
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medicine, science, engineering, and all fields of science and technology. MIP have been 
applied as trapping elements for separating and extraction of molecules, antibody analogues 
and receptors, molecular catalysts, as recognition elements for sensory applications, and as 
membranes for separation of molecules and different processes which are diffusion 
dependent.  

Moreover, MIPs have been recently applied for two important aspects. On one hand this 
technique has been ameliorated for the chiral recognition and separation of stereo-isomers of 
the same compound. On the other hand it introduced a very reasonable solution for one of the 
most challenging problems in molecular recognition by imprinting big molecules like 
enzymes, hormones and other big protein molecules. This category of huge molecules is very 
difficult to be recognized by ordinary technique. We will discuss here a little bit in more 
details the foregoing applications. 

 
 

1.8.1. SEPARATION AND EXTRACTION OF MOLECULES 
 
Molecularly imprinted materials (MIM) could best be used as stationary phases in 

chromatographic separation equipments especially for enantiomeric separations. The MIP 
based stationary phases is more advantageous and promising than ordinary separation 
elements in that it does not depend only in separation process based on the polarity difference 
between the stationary and mobile phases or the size of the molecules relative to embedded 
particles but also depends on the shape size complementarities with respect to the imprinted 
sites.  

Consequently the separation processes will more sharp than in the ordinary cases. These 
chromatographic materials have allowed the separation of numerous compounds such as 
naproxen, anti-inflammatory drug [72], timolol, a beta-blocker-A [73], and nicotine [74],. 
Separation performance can be expressed by a factor α, which is only dependent on the 
retention times of the two enantiomers, or the resolution factor Rs which takes into account 
the breadth of the chromatographic peaks. The higher those factors are, the better is the 
separation. Noticeable separations have been obtained. For example, Rs = 4.3 for a racemic 
mixture of phenyl-α-mannopyranoside [75].  

Also, the molecularly imprinted materials (MIM) were successfully used for thin-layer 
chromatography [76] and capillary electrophoresis. Moreover, it has been reported on many 
occasions that the extraction on the surface of imprinted polymers can give better results than 
standard techniques such as liquid-liquid extraction or extraction on C18 phase. An example 
of these is the extraction of some analgesic drug, from human serum [77]. The extraction with 
the imprinted polymers showed high selectivity toward the extracted drug. 

 
 

1.8.2. PREPARATION OF ANTIBODY ANALOGUES 
 
One another interesting application for the MIPs is tailoring of antibody analogues. 

Recent studies have shown that the efficiency of antibodies and artificial receptors prepared 
by the molecular imprinting technique is relatively promising. Also these studies 
demonstrated the possibility of their application in therapeutic trials (clinical trials) [78, 79] 
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which have always been one of the challenging aspects in drug delivery systems. A 
synthesized receptor for morphine and for leu-enkephaline was found to be highly efficient 
not only in organic media but also in aqueous solutions [80]. Diazepam, a tranquilizer drug, 
synthesized receptors using molecular imprinting technology, showed also high selectivity to 
those of monoclonal antibodies when compared to similar drugs (benzodiazepines) [80]. 
From these examples we might draw a conclusion that antibody analogues (clinical trials) 
synthesized using molecular imprinting technique can be designed for various molecules 
which are of biological interest with a very selective rebinding capacity. 

 
 

1.8.3. MOLECULARLY IMPRINTED CATALYSTS 
 
One of the most interesting applications of molecular imprinting is the preparation of 

catalysts for molecular reactions. This area of research is very promising not only for being 
less expensive compared to other precious metals based catalysts but also for the availability 
of use to catalyzing different reactions and chemical processes. In principle, molecularly 
imprinted catalysts can be prepared if a substrate (a product or a transition state analog) could 
be successfully imprinted into a specific material. The imprinted sites would then correspond 
to a large extent to the substrates being formed in the transition state. As a result of this, the 
transition state is stabilized by adsorption on the imprinted surface. Stabilizing of the 
transition state underlying reaction pathway from reactants to products on the surface of the 
catalyst ameliorates the whole rate of reaction. The first artificial antibody used for hydrolysis 
of p-nitro phenyl acetate was prepared using a transition state analog, p-nitro phenyl 
methylphosphonate as a template. Polyvinylimidazole cross-linked by 1, 4-dibromobutane in 
the presence of the transition state analog exhibited 1.7 fold higher activities for catalyzing 
the planned hydrolysis reaction compared to that of a non-imprinted reference polymer by the 
addition of the template molecule during polymerization. This result suggests that imprinted 
cavities operated successfully as catalytic sites for the reactants undergoing certain reaction. 
Other reactions catalyzed by MIP, were described like Diels-Alder reactions [82,83], aldol 
condensations [84,85]and isomerization of benzisoxazoles [86], etc. 

Finally, it was reported that enzymes could be modified using the principles of molecular 
imprinting technique to modulate their action [87]. Although the catalytic activity of MIP 
networks is still below that of real enzyme systems, they could be considered as a future 
perspective. 

 
 

1.8.4. MOLECULARLY IMPRINTED MATERIALS FOR SENSORY 

APPLICATIONS 
 
One of the most promising aspects of molecularly imprinted materials is their application 

as recognition elements in the design of biosensors [88] A good demonstration for the 
principle underlying the mechanism of sensors based on the idea of molecularly imprinted 
materials is given below in Figure 2. As shown in the diagram the recognition ability of the 
imprinted element is mainly determined by shape and size of the underlying molecules. In 
other words the molecule of right shape and size is almost able to rebind back to the 
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imprinted molecular cavities while other molecules are unable to reside into the molecular 
cavity of the template. 

The molecularly imprinted material, as indicated in the figure is in contact with a 
transducer which converts the chemical or the physical signal obtained due to adsorption of 
the analyte into the molecular cavities to an easily quantifiable electrical signal. Various 
characterization techniques for the rebinding process of the detected molecules based on 
different transduction principles have been reported many times in the literature. Of these 
techniques, we can refer to ellipsometry [89] evanescent wave IR [90], fluorescence [91], 
amperometry [92][93], voltammetry [93] and pH based transducers [94].  

 
 

1.8.5. MOLECULARLY IMPRINTED MEMBRANES 
 
The last application to be discussed here is the molecularly imprinted membranes. 

Molecularly imprinted membranes were applied well for the separation process of different 
types of molecules. A series of enantioselective imprinted polymer membranes for amino 
acids and peptide derivatives were prepared using oligopeptide as functional monomers [95-
98]. Also, it was reported that a surface modifications of porous membranes with molecularly 
imprinted polymers showed great improvement of the membrane efficiency which was 
indicated by better selective diffusion ability of the imprinted molecule. As an example, some 
membranes were photo-grafted with a functionalized monomer, 2-acrylamido-2-
methylpropanesulfonic acid and a cross-linker, N,N'-methylenebis (acrylamide) in the 
presence of a template molecule, desmetryn, in water [99]. 
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ABSTRACT 
 

It is generally recognized that elucidating the molecular basis for recognition of 
specific sequences in target DNA by proteins and small synthetic molecules vitally 
underpins research on the modulation of gene expression. In this review we discuss the 
fundamental basis of DNA sequence recognition by small molecules at the atomic 
bonding level based on recent X-ray diffraction results together with circular dichroism 
spectra and footprinting experiments on DNA-small ligand binding. Monodentate (single) 
interactions, intrastrand bidentate interactions and interstrand bidentate interactions are 
considered not only central to the capabilities of small ligands and proteins to recognize 
DNA sequences, but also provide the means for allosteric communication between 
multiple DNA binding loci. Thermodynamic, kinetic and allosteric features of molecular 
recognition by drugs and small ligands within the minor groove of DNA are reviewed. 
Allosteric interactions between small synthetic peptides and multiple DNA binding sites 
are discussed, and hypothetical models are proposed to interpret the complex allosteric 
communication process. In contrast to protein-protein interaction networks which have 
been extensively investigated, studies on small ligand-DNA interaction networks have 
only recently been commenced. In this review, three different types of novel allosteric 
interaction networks between peptides and DNA are considered, together with 
hypothetical models featuring monodentate interactions and interstrand bidentate 
interactions. The new concept of DNA-small ligand interaction networks illuminates 
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some basic chemical rules of DNA-small ligand allostery and may find applications in 
future drug design as well as structural biology research. 

 
 

1. INTRODUCTION 
 
It has long been known that the heredity of living organisms is mediated by genes 

contained in the nuclei of cells in the form of chromosomes. Genes are long polymers of 2‘-
deoxyribonucleotides in double helical array, generally stabilized by nuclear proteins. The 
base pairing of DNA is size-complementary, that is, the large purine bases always hydrogen-
bond to the small pyrimidine bases, maintaining the AT and GC pairs having almost identical 
dimensions. In aqueous solution, the size-complementarity of the bases and the double helical 
conformation of DNA in the B-form provide a wide (major) groove about 12 Ǻ wide running 
in parallel with a narrow (minor) groove of about half the width.  

Sequence-specific interactions between DNA and transcription factors are central to the 
implementation and maintenance of genomic expression. Proteins, because of their relatively 
large size, bind predominantly to the major groove. Well-known DNA binding motifs include 
the helix-turn-helix motif, zinc finger motif, homeobox domain, and bZip motif. Early studies 
of interactions between DNA and the amino acid side chains of proteins were pioneered by 
several research groups. Seeman et al. identified hydrogen-bonding atoms on the edges of 
DNA base pairs and suggested that greater specificity was more likely to arise through amino 
acid side chain interactions in the major groove rather than the minor groove [1]. Suzuki 
established early chemical rules for the recognition of DNA bases by amino acid side chains 
[2]. Mandel-Gutfreund et al. presented a systematic analysis of hydrogen bonding between 
regulatory proteins and DNA [3]. Later, Thornton et al. presented a comprehensive study of 
DNA-protein interactions at the atomic level, investigating hydrogen bonds, van der Waals 
contacts and water-mediated bonds in 129 DNA-protein complexes [4]. Cheng and Frankel 
computed ab initio interaction energies for 21 hydrogen-bonded amino acid side chain-
nucleic acid interactions [5]. 

Interactions of DNA bases with proteins via the amino acid side chains can be divided 
into several main categories: monodentate interactions (single interactions), intrastrand 
bidentate interactions, interstrand bidentate interactions, and complex interactions [4]. In this 
review we shall concentrate on the role of intra- and inter-strand bidentate interactions in 
DNA sequence recognition by peptides and in DNA-peptide allosteric interactions. 

 
 

2. MONODENTATE INTERACTIONS AND BIDENTATE INTERACTIONS 
 
Hydrogen bonds between DNA bases and amino acid residues of proteins or small 

ligands are paramount for binding and molecular recognition. They are weak non-covalent 
interactions with bond energy around 4.5 kcal/mol. Their weak bonding character is vital for 
rapid bond formation and dissociation in molecular recognition processes in biological 
systems. Monodentate interactions arise when a single hydrogen bond forms between one 
hydrogen acceptor/donor atom of the DNA base and a corresponding hydrogen 
donor/acceptor atom of the amino acid side chain [4]. Most proteins interact with DNA in the 
major groove whereas many conjugates/peptides incorporating 4-amino-1-methylpyrrole-2-
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carboxylic acid residues (Py) bind preferentially in the minor groove. In the major groove, the 
N7 of A and G, O6 of G, and O4 of T frequently act as acceptors for hydrogen bonds, 
whereas the C6 amino group of A and the C4 amino group of C typically operate as hydrogen 
bond donors (Figure 1). In the minor groove, the N3 of A and the O2 of T and C can act as 
acceptors for hydrogen bonding whereas the C2 amino group of G is the only available 
hydrogen bond donor (Figure 1). 

Bidentate interactions are further sub-divided into intrastrand and interstrand modes 
[4,6,7]. Intrastrand bidentate interactions refer to hydrogen bonds formed between two atoms 
of a base and one atom of an amino acid side chain, or between one atom of a base and two 
atoms of an amino acid. Intrastrand bidentate interactions were identified by Cheng and 
Frankel from ab initio interaction energies of 21 hydrogen-bonded amino acid side chains 
with nucleic acids [5]. The most favorable interactions are Lys-G, Arg-G, Asn-A, Ser-A and 
Gln-A pairings in the DNA major groove.  
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Figure 1. (Continued). 
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Figure 1. Interstrand bidentate interactions between peptide moieties and bases in the DNA minor 
groove: proposed interstrand bidentate interaction between an Orn (n = 3) or a Lys residue (n = 4) with 
a AT bp (panel A); proposed interstrand bidentate interactions between an Asn (n = 1) or a Gln residue 
(n = 2) with a GC bp (panel B) [proposed figures drawn according to X-ray data of reference [4]   
(Table 2)].  

Interstrand bidentate interactions, on the other hand, are hydrogen bonds that form 
between two or three donor/acceptor atoms of an amino acid residue (including theamino 
function and side chain functional groups) with two atoms belonging to complementary bases 
on the two DNA strands [4] (Figure 1). Interestingly, protein residues Asn, Gln, Ser and Tyr 
can interact with both the major and minor grooves of DNA whereas there are several 
instances where Arg interacts preferentially with hydrogen bond acceptor atoms belonging to 
A-T pairs in the minor groove. Some years ago we reasoned that structural information 
deriving from DNA-protein interactions could be applied to the study of DNA-peptide 
interactions so far as hydrogen-bonded L-amino acid side chain-DNA interactions in the 
minor groove are concerned.  
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3. DNA-SMALL LIGAND MOLECULAR RECOGNITION  

IN THE MINOR GROOVE 
 
Extensive studies employing diverse methodologies have been carried out with small 

ligands that are capable of sequence-specific or sequence-selective recognition of DNA. 
These small ligands include drugs [8-10], antitumor antibiotics [11-14], netropsin/distamycin 
and its analogues [15-19], and synthetic peptides [6,7, 20-24]. A deep understanding of 
molecular recognition of DNA by small molecules is important for disclosing molecular 
aspects of the modulation of gene expression in vivo as well as for augmenting the progress of 
structural biochemistry research and drug design. 

An early breakthrough in molecular recognition research affecting the DNA minor 
groove came with the finding of the bis-intercalation of the two quinoxaline chromophores of 
the antitumor antibiotic echinomycin into DNA [25, 26]. DNase I footprinting and X-ray 
diffraction studies showed that echinomycin and its biosynthetic precursor triostin bind 
preferentially to CpG sequences, with hydrogen bonds forming between the 2-amino groups 
of guanines and the carbonyl oxygen atoms of the Ala residues, and between the N3 of 
guanines and the amide protons of Ala [25-27]. Recent studies have gone on to show that 
echinomycin specifically inhibits the DNA binding activity of hypoxia-inducible factor-1 (a 
transcription factor that controls genes involved in glycolysis, angiogenesis, migration, and 
invasion of tumors), suggesting that this antibiotic could have an important prospective in the 
regulation of gene expression in tumor progression and metastasis [28].  

As mentioned before, the molecular basis of sequence-selective or sequence-specific 
interactions with DNA by drugs or other small ligands is furnished mainly by formation of 
adequate hydrogen bonds between functional groups of peptides or drugs and DNA bases 
(monodentate interactions and intrastrand/interstrand bidentate interactions). Other forms of 
non-covalent interaction may also occur, comprising ionic interactions between positively-
charged groups of a ligand and the DNA phosphates, hydrophobic interactions, and –

interactions between intercalating aromatic groups of ligands and the DNA bases. Many 
synthetic minor groove-binding agents are derivatives or congeners of the antiviral antibiotics 
netropsin and distamycin that contain 4-amino-1-methylpyrrole-2-carboxylic acid residues 
(Py). X-ray diffraction studies have shown that the 4-amino group of Py residues in these 
compounds acts as a hydrogen bond donor to the N3 or O2 of T, while the 3-methine proton 
of Py is in van der Waals contact with the C2 proton of A. The netropsin molecule fits into 
the minor groove with guanine stacked on a pyrrole ring of the antibiotic [29]. Lexitropsins 
containing two thiazole rings with the sulfur atoms directed away from the minor groove bind 
to alternate purine-pyrimidine sequences such as 5‘-TATGAC-3‘ and 5‘-TGCATGC-3‘ [30]. 

Similar DNA binding results were obtained with the furan-containing lexitropsins [30]. It has 
been shown that two distamycin molecules can associate in a side-by-side and antiparallel 
head-to-tail orientation within the minor groove, and this finding prompted many subsequent 
designs for minor groove binders such as homo- and hetero-dimeric compounds [31]. 
Polyamides containing the imidazole residue were found to bind preferentially to GC pairs 
via hydrogen bonding with the 2-amino group of G; moreover, judicious juxtaposition of Py 
and imidazole residues allowed G • C pairs to be differentiated from C • G pairs [32]. 

The thermodynamic basis of molecular recognition between small ligands and DNA has 
been investigated by several research teams. For many studies isothermal titration calorimetry 



Jonathan T. B. Huang, Robin C. K. Yang, Wei-Kang Hung et al. 180 

(ITC) was the method of choice to provide the thermodynamic parameters. In 1987, Breslauer 
et al. reported enthalpy-entropy compensation studies based on netropsin, distamycin, 
ethidium bromide, and daunomycin binding to poly[d(A-T)] • poly[d(A-T)] and poly[d(A)] • 
poly[d(T)] using calorimetry [33]. Binding energetics of acridine-based antitumor agents 
were investigated by Graves et al., showing that these drugs exhibit a minor groove binding 
preference [34]. The enhanced binding enthalpies of C5-substituted analogues were found to 
be correlated with anticancer activity. Replacing various functional groups on anthracycline 
antibiotics resulted in a binding free energy penalty, revealing that total ligand binding 
energies are partitioned among various substituents in these antibiotics [35]. Enthalpy-entropy 
compensation has been reported in the binding of 7-amino actinomycin D to several short 
DNA duplexes [36]. Wilson et al. showed that a number of reversed amidine heterocyclic 
compounds bound to the minor groove of DNA in a mostly entropy-driven manner, with 
positive TΔS values around 4.3-6.0 kcal/mol [37]. 

Kinetic aspects of the interaction of DNA with drugs or other small molecules were early 
explored by several research teams employing complementary approaches. As long ago as 
1976, Davanloo and Crothers reported the kinetics of formation and dissociation of drug-
dinucleotide complexes and actinomycin-nucleotide complexes [38]. In 1981, Fox, Wakelin 
and Waring reported that the speeding up of rate constants with an increasing level of 
echinomycin binding to DNA could indicate the occurrence of cooperativity associated with 
progressive changes in the DNA structure [39]. Stopped-flow kinetic studies on echinomycin-
DNA binding showed a single exponential and suggested a molecular mechanism of binding 
in which both chromophores of the antibiotic become intercalated simultaneously rather than 
sequentially, and no transition from a mono-intercalated state to a bis-intercalated state could 
be detected [39]. Using stopped-flow and temperature-jump approaches, Chaires et al. 
proposed the mechanism of daunomycin-DNA interaction to be two-stepped: a rapid 
―outside‖ binding of daunomycin to DNA, followed by intercalation of the drug [40]. 

Employing a fluorescence-detected stopped-flow assay, Crothers and coworkers studied the 
kinetics of a series of polyamides binding to DNA and pointed out that covalent linkage of the 
subunits results in polyamides with dramatically enhanced affinity due to faster association 
rates [41]. Moreover, the basis for discrimination between matched and mismatched sites for 
each polyamide was found to arise mainly from differences in the rates of dissociation from 
these sites. Fletcher and Fox developed a convenient method for studying the dissociation 
kinetics of echinomycin from CpG binding sites in different sequence environments 
monitored by the rate of disappearance of DNase I footprints [42]. Surface plasmon resonance 
(SPR) appears to be another appealing approach for studying DNA-ligand interactions since 
equilibrium constants, association and dissociation rate constants for monomer and dimer 
complex formation can be determined [37]. SPR also allows binding rates to be observed in 
real time for complex formation and dissociation. Wilson, and Lee et al. have been using SPR 
successfully to analyze the kinetics of reversed amidine heterocycles and polyamides binding 
to various oligonucleotide duplexes [37]. 

Against this background we sought to investigate the molecular basis of sequence 
recognition as well as complex allosteric aspects of DNA-peptide interactions by designing 
and synthesizing a number of peptides incorporating the XPRK or XHypRK motifs together 
with a tract of 4-amino-1-methylpyrrole-2-carboxylic acid residues (Py) [6,7,20-24]. 
Synthetic peptides based upon the XPRK or XHypRK motifs possess good DNA sequence-
selective binding capability toward DNA sequences incorporating three or four consecutive 
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W (A or T) base pairs and afford satisfactory DNA footprinting results at sub-micromolar 
concentrations. These peptides also possess the advantage of good aqueous solubility and 
obviate the frequent use of organic solvents in DNA-small molecule binding studies. 

Our logic for the design of the XPRK motif stems from the fact that a naturally occurring 
SPXX motif was found in repeating sequences in histones, steroid hormone receptors, various 
segmentation gene products and some oncogene products [43,44]. It was suggested that the 
SPXX motif assumes a β-turn stabilized by two hydrogen bonds, and that the side chains of 
the two basic residues engage in salt bridges with the DNA phosphate groups [43,44].  

Quantitative DNase I footprinting originally turned out to be the best methodology for 
DNA-peptide sequence recognition experiments since most other methods were unable to 
discriminate peptide binding at multiple recognition sites. In addition, to investigate 
conformational changes involved in the molecular recognition of DNA we resorted to circular 
dichroism measurements which provide spectral characterization of DNA-peptide interactions 
[6,7].  

 
 

4. DNA-LIGAND ALLOSTERIC INTERACTIONS 
 
Allostery is generally recognized as an indispensable process in biological control 

regulating biochemical efficiency and energy metabolism in nature. For almost sixty years 
extensive research has been devoted to understanding the allosteric behavior of functional 
proteins and regulatory enzymes. The complex network-based allosteric regulation of 
ATP/GTP and NADH/FADH2 generation in glycolysis and the tricarboxylic acid cycle are 
representative of ‗biological energy economy‘ that is vital for the maintenance of life in 
higher animals including man. The term ‗allosteric‘ or ‗allostery‘ was originally used to 

describe a macromolecule-ligand interaction that results in local conformational change of the 
macromolecule, thereby facilitating the binding of further ligand molecules to the binding 
subunits/sub-sites (positive cooperativity), or making it more difficult for subsequent ligand 
molecules to bind to those subunits/sub-sites (negative cooperativity). The concerted-
symmetry allosteric model of Monod, Wyman, and Changeux (MWC model) proposed that 
all of the protein subunits change shape in a concerted manner to preserve the symmetry of 
the entire molecule as it is transformed from the low affinity conformation (T state) to the 
high affinity conformation (R state) [45]. The sequential/induced fit allosteric model of 
Koshland, Nemethy, and Filmer (KNF model) proposed that each subunit changes shape as 
ligand binds, so that changes in one subunit lead to distortions in the shape and/or interactions 
of other subunits within the protein [46]. The KNF model appears to provide a better 
explanation of the phenomenon of ‗negative cooperativity‘ than the MWC model. Williams et 

al. used a thermodynamic approach to define positive cooperativity as the decreased dynamic 
behavior of a receptor system with a benefit in enthalpy and a cost in entropy, and negative 
cooperativity as the increased dynamic behavior of a receptor system with a cost in enthalpy 
and a benefit in entropy [47,48]. Ever since 1960, while numerous papers on protein-ligand 
allosteric interactions have been published, both the MWC and KNF models have been 
widely used to interpret complex allosteric behavior of proteins.  

On the other hand, studies on possible allosteric aspects of DNA-ligand interactions are 
far fewer, and much less is known about their results than protein-ligand interactions. 
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However, some early pioneering studies did establish a significant degree of progress towards 
understanding how allostery might influence DNA-ligand interactions. In 1980 Crothers et al. 
reported that the binding of distamycin to calf thymus DNA at low levels of saturation is 
positively cooperative [49]. Three years later Graves and Krugh reported that adriamycin and 
daunomycin also exhibit positive cooperative binding to various DNAs [50]. The appearance 
of initial positive curvature in the binding isotherm was found to be dependent on the ionic 
strength, suggesting a role for DNA flexibility in positive cooperativity. In 1992 Fagan and 
Wemmer reported the use of 1H NMR spectroscopy to study the cooperative binding of 
distamycin to d(CGCIIICCGGC) + d(GCCIICCCGCG), where I represents inosine [51]. In 
1996 Bailly, Hamy and Waring reported cooperativity in the binding of the antitumor 
antibiotic echinomycin to DNA using quantitative DNase I footprinting [52]. This study 
demonstrated that the binding of echinomycin to the sequences ACGTACGT and 
TCGAACGT is highly cooperative. Also in 1996, Morii et al. reported cooperative binding to 
DNA of peptides conjugated to adamantyl and -cyclodextrin groups using gel mobility shift 
and circular dichroism assays [53]. In 2000 Chaires et al. reported that (+)daunorubicin binds 
selectively to right-handed DNA and can provoke apparently allosteric conversion of left-
handed polynucleotide to a right-handed intercalated form, as well as vice versa for a 
synthetic (-)analogue [54]. Shortly afterwards Laughton et al. used a molecular dynamics 
approach to investigate cooperativity in drug-DNA recognition [55]. Their results led them to 
support Cooper and Dryden‘s hypothesis of allosteric communication without changes [56] in 
the time-average structure of the macromolecule, though binding free energy can be obtained 
from changes in conformational flexibility alone. In 2003 Fechter and Dervan used 
quantitative DNase I footprinting to investigate allosteric inhibition of GCN4 bZip protein 
binding to the DNA major groove by polyamide-acridine conjugates that bind to the minor 
groove [57].  

In recent years we have been studying possible allosteric features of peptide-DNA 
interaction using designed peptides targeted to specific recognition sites in DNA [6,7,23,24]. 
Our experimental protocol is based upon quantitative DNase I footprinting of designed 
peptides binding to a 5‘-32P-labeled 158-mer DNA duplex and a complementary 5‘-32P-
labeled 135-mer DNA duplex. Binding site positions on the upper and lower strands are 
designated as U and L, respectively. Like proteins, monodentate interactions and interstrand 
bidentate interactions between the ligands and the DNA bases have been recognized as 
essential contributors to molecular recognition of DNA by our synthetic peptides.  
To illustrate the power of quantitative DNase I footprinting as one of the best analytical 
techniques for studying DNA recognition and allostery, we offer the following example. A 
designed decapeptide His-Hyp-Arg-Lys-(Py)4-Lys-Arg-NH2 (HyH-10) was footprinted using 
DNase I and serial peptide dilutions between 10 and 3000 nM [7]. The peptide                    
was equilibrated with the DNA for an hour before enzyme cleavage, then the reaction was 
stopped, the gel was electrophoresed, and subjected to autoradiography (Figure 2). In 
previous reports [6,7,24], we describe how the position of interstrand bidentate interactions 
can be assigned by inspecting differential cleavage plots (experiment versus control) so that 
regions  of  significant  simultaneous  blockage  of  DNase I  cutting  on  the   complementary 
strands can be cross-correlated; these we indicate by pecked lines connecting base sequences 
on the two strands (Figure 3).  
 



Recent Advances in DNA-Ligand Molecular Recognition and Allosteric Interactions 183 

 

Figure 2. Example of a quantitative DNase footprinting autoradiograph showing the sequence selective 
binding of synthetic peptide HyH-10 on DNA duplexes labeled at either end: 5‘-[32P]-labeled 158-mer 
upper strand, left panel; and 5‘-[32P]-labeled 135-mer lower strand, right panel. Peptide HyH-10 was 
equilibrated with the DNA in 5 mM sodium cacodylate buffer, pH 6.5 at 37°C for 60 min before DNase 
1 cleavage. G represents a Maxam-Gilbert guanine sequencing track and Ct shows a DNase I digestion 
control lane. 

 

 

Figure 3. Differential cleavage plots comparing the susceptibility of DNA fragments to DNase I 
cleavage after incubation with peptide HyH-10 in cacodylate buffer at 37°C for 60 min. The upper 
traces represent the differential cleavage plot for a given peptide bound to the 5‘-[32P]-labeled upper 
strand (158-mer) DNA fragment; the lower traces represent the corresponding plots for each peptide 
bound to the 5‘-[32P]-labeled lower strand (135-mer) DNA fragment. The vertical dotted lines between 
DNA bases represent assignment of interstrand bidentate interactions where significant coincident H-
bonding interactions occur involving complementary bases in both strands. 
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Figure 4. Binding isotherms from DNase I footprinting titrations of peptide HyH-10 (Y, the fractional 
saturation versus log molar concentration) for binding sites L111-104 and U104-115 (upper panel), and 
sites L85-82 and U83-91 (lower panel). Inset are the respective Hill plots of log[Y/1-Y] versus log[L]. 
The concentration of ligand (peptide) is in nM. The data points of Y at high peptide concentrations are 
scattered due to over-saturation.  
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Monodentate interactions are simply assigned by connecting regions of inhibition in the 
differential cleavage plot profile to bases where there is no simultaneous blockage on the 
complementary strand.  

A Hill plot of log Y/(1-Y) versus log [L] yields the Hill coefficient (nH) which records the 
degree of cooperativity of the binding process and allows us to compare cooperativity with 
respect to different binding sites as well as the relative cooperativity of different designed 
peptides binding to various discrete sites (see section 5, Figure 4). 

The autoradiograph (Figure 2) and the differential cleavage plot (Figure 3) reveal that, on 
the upper strand of the 158-mer pBR322 fragment peptide HyH-10 produces a strong and 
very broad DNase I blockage around position U104-115, corresponding to the sequence 5‘-
GGAGAAAATACC-3‘, displaying positive cooperativity (nH = 1.7), and there is also a broad 
DNase I blockage site around position U83-91, comprising the sequence 5‘-AAATACCGC-
3‘, where notable positive cooperativity (nH = 2.6) is evident (The binding site positions on 
the upper and lower strands are abbreviated as U and L, respectively). On the lower strand, 
two regions of DNase I blockage appear around positions L85-82 and L111-104. Interstrand 
bidentate interactions are accordingly assigned around positions 83-85 and 104-111 (Table 1). 

The wide areas of DNase cleavage inhibition around positions U104-115 and L111-104 
that encompass 12 base pairs suggest that two peptide molecules bind in dimeric fashion here. 
Consistent with this, the binding isotherms at individual binding sites exhibit sigmoidal 
curvature, typical of positive cooperativity (Figure 4).  

Reviewing hundreds of footprinting experiments, we have frequently observed an abrupt 
increase in the intensity of footprints as the peptide concentration is raised slightly. This is a 
clear indication of significant positive cooperativity between peptide molecules binding to 
adjacent sub-binding sites. Peptides incorporating the XPRK motif interact preferentially with 
d(AAAA)-d(TTTT) or d(AAA)-d(TTT) sites.  

Footprinting studies that indicate a wide binding locus spanning over 12 base-pairs can 
really only be explained on the basis of closely adjacent sites that might act independently, 
but are most likely to accommodate two peptide molecules in a dimeric binding mode. A 
dimeric binding pattern is consistent with independent circular dichroism studies. Thus, in 
this case the apparent large single binding site appears to be composed of two adjacent sub-
binding sites on each complementary strand, representing a total of four sub-sites at each 
locus (Figure 5).  

The conformations of two adjacent sub-binding sites affect each other the most since they 
are linked covalently. Bonds linking opposite sub-sites are interstrand bidentate hydrogen 
bonding and exert less conformational influence upon one another than do those linking 
adjacent sub-sites. Conformational influences between neighboring binding sites also depend 
on the intervening distance between them. Recent footprinting experiments show that the nH 
values for peptides PyHyp-12 and PyHyp-9 binding to 81-mer duplexes (S-81) containing a 
single d(AAAA)-d(TTTT) binding locus are significantly higher than those of 158-mer and 
135-mer duplexes containing two binding loci d(AAAA)-d(TTTT) and d(AAA)-d(TTT) [6]. 
This was a first indication that the allosteric relay of peptide binding information between 
neighboring d(AAA)-d(TTT) and d(AAAA)-d(TTTT) positions spanning an intervening 
sequence of 12-14 base pairs on the same DNA strand might be affected by some negative 
cooperative effect.  
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Indeed, it appears that allosteric influences affecting peptide/DNA binding sites may 
produce either positively or negatively cooperative binding. Most of the allosteric effects 
found in our studies lead to positive cooperativity. 

 
Table 1. Binding specificity, physicochemical parameters and type of allosteric 

interaction network for recognition of designed peptides on complementary 5’-[
32

P]-

labeled upper (158-mer) and 5’-[
32

P]-labeled lower (135-mer) DNA strands at 37°C 

determined by quantitative DNase I footprinting 

 
Ligand Binding  

Position 
Recognition Sequence  Ka nH Position of 

Interstrand  
Bidentate 
interaction
s  

Type of 
Interaction 
Network 

RHyp-12 
 
 

U84-90 
U106-113 
L110-103 

5‘-AATACCG-3‘ 
5‘-AGAAAATA-3‘ 
5‘-TTTCTCCT-3‘ 

3.0 x 106 

7.6 x 106 

7.4 x 106 

1.5 
2.1 
2.0 

 
106-110 

Partial 
Circuit 
 

PyHK-10 U86-89 
U105-115 
L111-105 

5‘-TACC-3‘ 
5‘-GAGAAAATACC-3‘ 
5‘-TTTTCTC-3‘ 

4.9 x 106 
2.7 x 106 
3.4 x 106 

0.8 
2.4 
1.4 

 
105-110 
 

Partial 
Circuit 
 

HyH-10 U83-91  
U104-115 
L85-82 
L111-104 

5‘-AAATACCGC-3‘ 
5‘-GGAGAAAATACC-
3‘ 
5‘-TTTC-3‘ 
5‘-TTTTCTCC-3‘ 

1.8 x 106 
4.7 x 106 

1.4 x 106 
3.6 x 106 

2.6 
1.7 
1.3 
2.0 

83-85 
104-111 

Circuit 

PyHR-9 L85-79 
L112-104 

5‘-TTTCACA-3‘ 
5‘-ATTTTCTCC-3‘ 

8.4 x 106 
9.7 x 106 
 

5.0 
10.
6 

 NIL Non-
circuit 

PyHyp-9 
 
 
 

U84-89 
U107-113 
L84-83 
L111-103 

5‘-AATACC-3‘ 
5‘-GAAAATA-3‘ 
5‘-TT-3‘ 
5‘-TTTTCTCCT-3‘ 

2.5 x 106 
3.8 x 106 
2.7 x 106 
2.2 x 106 

2.2 
2.2 
2.0 
2.0 

84 
107-111 
 
 

Circuit 

 
PyHyp-12 

U84-88 
U106-114 
L110-103 

5‘-AATAC-3‘ 
5‘-AGAAAATAC-3‘  
5‘-TTTCTCCT-3‘ 
 

2.5 x 106 
3.4 x 106 
3.4 x 106 

1.5 
1.4 
1.4 

 
106-110 
 

Partial 
Circuit 
 

 
PyPro-12 

U84-90 
U106-116 
L85-83 
L110-105 

5‘-AATACCG-3‘ 
5‘-AGAAAATACCG-3‘  
5‘-TTT-3‘  
5‘-TTTCTCC-3‘ 

6.7 x 107 
3.2 x 106 
3.7 x 106 
3.8 x 106 

0.7 
1.2 
1.1 
1.5 

84-85 
106-110 
 

Circuit 

HypKK-
10 
 

U83-90 
U107-116 
L110-104 
L85-81 

5‘-AAATACCG-3‘ 
5‘-AGAAAATACC-3‘ 
5‘-TTTCTCC-3‘ 
5‘-TTTCA-3‘ 

2.0 x 106 
2.4 x 106 
3.3 x 106 
1.6 x 106 

2.7 
2.0 
2.3 
 - 

 
107-110 

Partial 
Circuit 
 

 
Ka and nH are the apparent association constant and Hill coefficient determined from 
concentration-dependent DNase I footprinting studies, respectively. The binding site positions on 
the upper and lower strands are abbreviated as U and L, respectively. Interstrand bidentate 
interactions are assigned where there are coincident effects on complementary nucleotides in both 
strands. 
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Circuit type interaction network 

 

-------------------------------------------------------------------------------------------------- 

 Partial circuit type interaction network 

  

-------------------------------------------------------------------------------------------------- 

 Non-circuit type interaction network 

 

 
 

Figure 5. Three different types of allosteric interaction network models for cooperative binding of 
peptides to DNA fragments based on quantitative footprinting studies. The portion of the ligand binding 
to each DNA site/sub-site is represented by a thick horizontal line. Monodentate interactions and 
interstrand bidentate interactions are represented by vertical broken lines. The solid horizontal arrow 
lines represent communication of allosteric interaction between DNA sub-binding sites. Broken 
horizontal arrow lines between neighboring binding loci some 12-16 nucleotides apart are intended to 
represent weak negative cooperative communication. 
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In these cases, binding of a peptide molecule to a given sub-site generates local DNA 
conformational  changes  that  enhance  the  binding affinity of another peptide molecule at an  
adjacent sub-site. In the negatively cooperative case outlined above, binding of two peptide 
molecules to a first site produces local DNA conformation changes that decrease the binding 
affinity of one or two peptide molecules at a different site about 12-18 base-pairs away.  

We have also found that interstrand bidentate hydrogen bond interactions may relay 
conformational changes from one site or sub-site to the opposite site in the complementary 
strand, and may bestow negative cooperativity in this manner.  

Two peptide molecules could be capable of binding in a dimeric head-to-head or head-to-
tail fashion to some or all of these sites (Figure 5). Several modes of interaction with 
complementary or adjacent binding sites can be envisaged that might lead to cooperative 
binding. Interaction of one peptide molecule in a sequential manner with one sub-site (inside 
a binding site) on one DNA strand could facilitate the binding of a second molecule to the 
other sub-site on the same strand. On the other hand, binding of a peptide molecule to a first 
site might induce local DNA conformational change(s) mediated by interstrand bidentate 
interactions and facilitate sequential or concerted binding of further peptide molecules to an 
opposite site on the complementary strand. Of course, binding of peptide molecules to one 
site could invoke conformational change(s) and facilitate or hinder peptide binding to a 
neighboring site on the same strand. Thus, cooperative (or anti-cooperative) binding 
distributed over an array of binding sites may establish a network of cooperativity 
interconnecting several allosteric sites (Figure 5).  

To gain direct insight into possible conformational changes of DNA associated with the 
sequence-selective binding of peptides we carried out circular dichroism measurements (CD) 
using a number of synthetic peptides (the amino acid sequences of some of these peptides are 
shown in Figure 8). As an example we present CD results for a decapeptide, HyH-10:       
His-Hyp-Arg-Lys-(Py)4-Lys-Arg-NH2 (HyH-10) [7]. A 13-mer deoxyribonucleotide duplex 
d(TAGGAGAAAATAC)- d(GTATTTTCTCCTA) (U4A-L4T) was synthesized to contain a 
sequence of 12 base-pairs that correspond to the binding site at position 103-114 of the 
pBR322 fragment. The CD spectra for the DNA and peptides alone are shown in Figure 6A. 
Titration of peptide HyH-10 versus the duplex U4A-L4T induces a negative CD band around 
247 nm and a positive band around 284 nm. A strong, broad, dose-dependent positive CD 
enhancement appears around 330 nm (Figure 6B, C).  

In the difference spectrum (Figure 6C), this CD band around 330 nm is unchanged. 
Another induced positive CD band is red-shifted from 284 nm to 288 nm. It has been reported 
that molecules which bind to the minor groove typically exhibit an induced positive CD band 
around 320 nm [37]. Accordingly the spectra indicate strongly that our designed peptides 
incorporating the XPRK/XHyPRK and polyamide motifs bind preferentially to the minor 
groove of the double helix. 

It is evident that the peptide-induced enhancement of CD bands is correlated with 
peptide-DNA binding stoichiometry. Figure 7 shows a plot of [peptide]/[DNA duplex] versus 
∆at 322 nm for four synthetic peptides: RHyp-12, PyHK-10, HyH-10 and PyHR-9 [7]. The 
decapeptide PyHK-10 induces the greatest ellipticity change among the four peptides, 
suggesting that most far-reaching DNA conformational changes are associated with the 
binding of this peptide in the minor groove. On the other hand, significantly greater ellipticity 
changes  are  induced  by  peptides  PyHK-10,  RHyp-12  and  HyH-10  compared to PyHR-
9, 
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Figure 6. Panel A: CD spectra of DNA duplex d(TAGGAGAAAATAC)- d(GTATTTTCTCCTA) 
(U4A-L4T) alone and peptide alone. Panel B: Titration of duplex U4A-L4T versus peptide HyH-10 at 
peptide concentrations of 0.2, 1.0. 2.2, 2.4, 2.6, 2.8, 3.0, 3.2, 3.4, 4.0, 5.0 M. Panel C: Corresponding 
CD difference spectra with the contribution of duplex and peptide HyH-10 subtracted. 
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indicating that the nonapeptide is much less able to perturb the conformation of the helical 
minor groove. The ellipticity changes induced by peptides RHyp-12 and HyH-10 are of 
comparable magnitude. 

From the ∆ versus [peptide]/[DNA duplex] plot (Figure 7), it appears that at 
peptide/DNA ratios of about 0.5 to 2.0, one molecule of peptide binds to the d(AAAA)-
d(TTTT) locus. At peptide/DNA ratios of 2 - 3, as indicated by the small plateau region in the 
titration curve, two peptide molecules seem to bind ostensibly as a dimer in the minor groove. 
At ratios above 4, a progressive increase in ∆suggests that more peptide molecules begin to 
engage in some sort of non-sequence-selective binding to DNA. The CD results agree well 
with extensive DNase I footprinting results that dimeric peptide binding to the d(AAAA)-
d(TTTT) locus is favored, as shown by the very wide binding locus spanning a distance of 9-
12 base pairs (Figures 3,5, Table 1). 

 

 

Figure 7. CD intensity at 322 nm as a function of [peptide]/[DNA duplex] The proposed stoichiometric 
binding ratios are as indicated, with binding below 2:1 (<2:1) considered to be predominantly 1:1. 

Isothermal titration calorimetry (ITC) studies of several designed peptides incorporating 
the XPRK motif revealed that the binding reaction is strongly exothermic [58]. Preliminary 
surface plasmon resonance (SPR) studies with an oligonucleotide hairpin have shown that 
two peptides bind to the d(AAAA)-d(TTTT) sequence with t1/2 values around 2-2.5 min 
(depending on the initial concentration of the peptide) and with ka1 and ka2 around 180-300  
M-1s-1, suggesting that the binding of these designed peptides to their preferred DNA binding 
sites is a very slow process compared to other small molecules [58]. 
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5. DETERMINATION OF DNA-PEPTIDE BINDING COOPERATIVITY BY 

THE HILL PLOT 
 
The apparent DNA binding site saturation is determined by the equation [19]. 
 
Y‘ = 1- (Itot/Iref)/( Itot

o/Iref
o) 

 
 

where Y‘ is the fractional saturation, Iref and Iref
o

 are integrated band volumes over 5 bases of a 
running lane (non-binding site, with peptide) and control lane (without peptide), respectively. 
Itot

 and Itot
o are integrated band volumes of the binding site locus and corresponding control 

lane locus, respectively. 
The value of Y is optimized by the following equation: 
 
Y = (Y‘ – Y‘min)/(Y‘max – Y‘min)  
 

where Y‘max and Y‘min are the maximum and minimum site saturation Y‘ values, respectively.  
The Hill coefficients which indicate the magnitude of cooperativity between binding sub-

sites are determined by the Hill equation: 
 
log [Y/1-Y] = log Ka + nH log[L] where Y is the fractional saturation, [L] is the peptide 

concentration, and nH the Hill coefficient. A minimum of six data points within or near the 
linear portion of the binding isotherm (Y versus log [L]) were chosen for the Hill plot (log 
Y/(1-Y) versus log [L]) using a linear least-squares fitting procedure. The Hill coefficient was 
determined from the slope of the corresponding Hill plot (see Figure 4). The apparent binding 
constant Ka is determined empirically from the binding isotherm as the peptide concentration 
at 50% fractional saturation. 

 
 

6. DNA-PEPTIDE ALLOSTERIC INTERACTION NETWORKS 
 
Current studies of biomacromolecule-ligand allostery have progressed to the so-called 

―interaction network‖ stage. Allostery appears to interconnect different metabolic and 

biosynthetic pathways through interaction of various bio-molecules: namely, protein-protein 
interactions [59,60], protein-small ligand interactions [61], protein-nucleic acid interactions 
[62], and nucleic acid-small ligand interactions. In addition, many of these complex network 
interactions may communicate with one another, resulting in significant net biochemical and 
physiological phenomena. In other words, there are few biochemical processes within the cell 
that are independent of allosteric or regulatory influences from other metabolic pathways or 
from other bio-molecules. The past decade has been remarkable for an explosion of interest in 
network-based interactions between bio-molecules that effectively regulate biochemical and 
physiological processes in nature. High-throughput studies have contributed much to 
establishing protein-protein interaction networks, metabolic networks, and transcription 
regulatory networks [59].  
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To learn more about the chemical rules that govern DNA-ligand allostery we employed 
quantitative footprinting to embark upon a study of molecular aspects of cooperative 
interactions between peptides and multiple DNA binding sites. Thus, in 2006 we proposed an 
original network-based DNA-peptide allosteric model featuring intercommunicating allosteric 
binding sites in fragments of the latent membrane protein-1 gene from a pathogenic Epstein-
Barr virus variant derived from nasopharyngeal carcinoma [23]. In recent studies we have 
further explored whether such network-based allosteric behavior can be detected in common 
DNA motifs containing consecutive A‘s and T‘s using our 158-mer and 135-mer pBR322 
fragments [6,7].  

 
His-Hyp-Arg-Lys-(Py)4-Lys-Arg-Hyp-His-NH2  (RHyp-12) 

His-Pro-Arg-Lys-(Py)4-Lys-Arg-NH2  (PyHK-10) 

His-Hyp-Arg-Lys-(Py)4-Lys-Arg-NH2  (HyH-10) 

His-Pro-Arg-Lys-(Py)4-Arg-NH2  (PyHR-9) 

His-Hyp-Arg-Lys-(Py)3-His-Hyp-Lys-Arg-NH2  (PyHyp-9) 

His-Hyp-Arg-Lys-(Py)4-His-Hyp-Arg-Lys-NH2  (PyHyp-12)  

His-Pro-Arg-Lys-(Py)4-His-Pro-Arg-Lys-NH2  (PyPro-12) 

His-Hyp-Arg-Lys-(Py)4-Lys-Lys-NH2  (HypKK-10) 

Figure 8. Sequences of eight designed peptides used in quantitative DNase 1 footprinting studies (Py = 
4-amino-1-methylpyrrole-2-carbonyl-). 

Based on quantitative footprinting results with eight designed peptides (Figure 8) on the 

complementary upper and lower DNA strands summarized in Table 1, we constructed 
network-based models in an effort to interpret the complex communication between DNA-
peptide allosteric binding sites (Figure 5). The duplex fragments used here contain two 
conspicuous peptide binding loci: around position 83-89, comprising the d(AAA)-d(TTT) 
sequence, and position 103-116 comprising the d(AAAA)-d(TTTT) sequence. Each locus 
seems to afford two sites on complementary strands that consist of two to four sub-sites, 
depending on individual peptides. In our model, conformational changes induced at one 
binding site affect subsequent peptide binding to a neighboring site, and interstrand bidentate 
interactions are envisaged as playing an important role in relaying conformational changes 
between sites on the complementary strands, facilitating or inhibiting the binding of further 
peptide molecules to sub-sites. The different models for these eight peptides binding to DNA 
primarily reflect differences in the relay of conformational information between opposite sites 
on complementary strands, mediated via interstrand bidentate interactions. It can be 
concluded that peptides HyH-10, PyHyp-9 and PyPro-12 form a circuit type of a 
communication: that is to say, the allosteric communication between binding sites is 
complete. For peptides RHyp-12 , PyHK-10, PyHyp-12 and HypKK-10, the networks are 
referred to as incomplete-circuit type, because the allosteric communications form a partial or 
incomplete circuit. At the other extreme, synthetic peptides PyHR-9, (HPRK)3NH2 [HR-12] 
[23], (SPRK)3NH2 [SP-12] [23] whose binding to DNA fragments lacks interstrand bidentate 
interactions altogether, appear to engage in a non-circuit type of allosteric communication.  
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To summarize, the quantitative footprinting results in these studies support our 
hypothesis that three different types of network-based allosteric communication can be 
distinguished in peptide-DNA recognition: circuit type, incomplete-circuit type and non-
circuit type [6,7]. The finding that interaction networks of allosteric effects exist in DNA-
peptide molecular recognition serves to widen and enlarge our understanding of the 
fundamental nature of macromolecule-small ligand interactions. Provided that the intervening 
distance between binding sites lies within about 15 bp, conformational changes can readily be 
transmitted from one site to another. If more than two sites are sufficiently close, one can 
envisage that allosteric effects could be propagated over a substantial distance along the DNA 
duplex. This network concept provides some basic chemical rules of DNA-small ligand 
allosteric interaction that should find applications in future drug design and structural biology 
research. 
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ABSTRACT 
 

Like other animals, insects sense chemicals evoke their behaviors, such as 
aggregation，mating, feeding and migration behaviors, through their olfactory and taste 
recognition systems. The olfactory molecules, in the air out of insect body, diffuse into 
sensillum lymph through the cuticle pores and at first step interact with the small soluble 
odorant-binding proteins (OBPs). The odor specificity of a given olfactory neuron is 
determined by expressed olfactory receptor (OR) genes along with other accessory 
proteins. The signals accepted by ORs then are sent to higher processing centers in the 
brain to elicit distinct behavioral outputs. 

So far over 100 OBPs have been identified from more than 40 species of insects. 
However, only a few have been studied for their recognition with ligands during binding 
activity. Although OBPs certainly show binding ability to hydrophobic odorants, their 
physiological roles are still in controversy. There are three unclear points which people 
are very interested in. Firstly, whether or not insect OBPs have binding specificity and 
how do they perform such binding specificity? Secondly, how do the proteins recognize 
the odorants, and which binding sites are involved in recognition? Thirdly, how do OBPs 
interact with odorant receptors? To reveal mechanisms of OBPs molecular recognition is 
helpful in understanding their physiological functions and in designing interfering 
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molecules to ruin normal recognition and control insect pests. Therefore this field is 
attracting more and more scientists‘ passions and interests. 

Recently some interesting experiments on insect OBPs had been conducted to partly 
address these questions with the combination of three dimensional structure analysis, 
binding experiments, site-directed mutagenesis, and simulation and docking experiments. 
Here we discuss insect OBPs molecules recognition and review the progress in the field. 
It has been found that the conformational change of OBPs can be induced either by pH 
value alteration or by ligand binding. Some hydrophilic amino acids at the entrance of 
OBPs binding pocket, as well as the hydrophobic amino acids in the pocket, are involved 
in ligand binding and may contribute to the recognition specificity of OBPs. 
 
 

Keywords: Insect; Molecular recognition; Odorant binding proteins; Structure; Specificity; 
Conformational change. 
 
 

INTRODUCTION 
 
The first insect odorant-binding protein (OBP) was identified and named pheromone 

binding protein (PBP) in moth Antheraea polyphemus in 1981, using tritium labeled 
pheromone (E,Z)-6,11-hexadecadienyl acetate[1]. A. polyphemus PBP is concentrated in 
sensillum lymph at around 10mM[2] and is 142 amino acids in length[3]. In the following 
decades, a great number of small soluble proteins with similar expression pattern and amino 
acid sequence to PBP of A. polyphemus have been identified in more than 40 insect species 
from 8 different orders. These proteins are subdivided as PBP, general odorant binding 
protein (GOBP), antennal binding protein X (ABPX), Plus-C OBP and Atypical OBP. Most 
of them share some common signatures, such as N-terminus signal peptide, specific 
expression pattern in chemosensory organs and six position-conserved cysteines (except for 
Plus-C and Atypical OBP, which possess two or more additional cysteines in sequence)(see 
review [4]). Furthermore, the large multigenic families of OBP-like proteins have been 
identified in some dipteran species (review in [5]), honeybee[6], silkworm[7] and pea aphid 
[8] by genome analysis. 

The highly concentrated expression of OBPs in olfactory sensillum lymph and binding 
assays[4] gave people enough reasons to postulate the physiological roles of OBPs in peri-
receptor events of olfactory recognition, which are still in controversy. OBPs have been 
suggested to act as carriers to transport odors to dendrite membrane, to deactivate stimuli, 
even to be a phenomenal signal trigger[4, 9]. However, direct evidences of the involvement of 
OBPs in insect olfaction were lacking until the late 90s of 20th century. Two well-known 
reports in fire ant and fruit fly respectively, showed that OBPs are required in insect olfactory 
behaviors.  

The general protein-9 (Gp-9) gene, which encodes an OBP in fire ant Solenopsis invicta, 
regulates the polymorphism in colony social organization[10]. The colonies with a single egg-
laying queen (monogyne form) include only workers bearing a class of Gp-9 alleles (B-like 
alleles), whereas colonies containing multiple queens (polygyne form) always additionally 
include workers bearing an alternate class of alleles (b-like alleles). The results implicated 
that the B-like and b-like protein variants may have different binding properties to the 
ligands, the pheromones elicited by queens. Therefore, the workers of different Gp-9 
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genotypes exhibit different queen recognition capabilities, leading to different colony-level 
phenotypes[10-12]. 

Drosophila melanogaster OBP LUSH is another example[13]. lush mutant is the first 
reported OBP mutant. The wild-type flies have mechanisms to avoid high concentrations of 
ethanol, propanol and butanol, while lush mutants are defective to avoid high-alcohols. 
Instead of deactivating or desensitizing alcohol-sensitive neurons, the authors argued that 
LUSH is necessary to activate neurons that mediate such avoidance mechanism[13, 14].  

OBPs accumulate in the sensillum lymph, which is a hydrophilic barrier between the 
hydrophobic odorants and the olfactory neurons. Most likely OBPs have some kinds of 
interactions with odorants to process the olfactory signals. People are very curious about the 
molecular basis of OBPs in sensillum lymph. They want to answer whether OBPs possess 
ligand binding capacity, whether OBPs can recognize and discriminate different odors, and 
whether OBPs are involved in signal triggering?  

 
 

THREE DIMENSIONAL STRUCTURES AND BINDING SITES OF OBPS  
 
A lot of tools have been used to figure out the roles of OBPs in olfactory signal circuits. 

Ligand binding assay, behavior assay and specific cellular expression data provided some 
clues on this, but none of them can give direct evidence like structural biology does.  

 

 
Figure 1. Three dimensional crystal structure of the B. mori PBP. The six α helices are stabilized by 

three disulfide bridges (yellow). Loop 60-69 is shown in orange. Four antiparallel helices (α 1, α 4, α 5 and α 

6) form the binding pocket. Bombykol is shown in a ball-and-stick representation with double bonds in green. 
This figure is provided courtesy of Jon Clardy. 
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The first identified three dimensional structure of OBP is PBP structure from silkworm 
Bombyx mori[15-17]. The protein is mainly composed of six helices (α1-6) that are tightened 
together by three disulfide bridges. Two disulfide bridges formed by Cys19-Cys54 and 
Cys50-Cys108 stabilize helix α3, α1b and α6, meanwhile the third one by Cys97-Cys117 
supports the connection between α5 and α6. Four of six helices (α1, α4, α5, α6) are anti-
parallele and form a big hydrophobic cavity in the center of the PBP, which holds the moth 
pheromone bombykol (Figure 1). The identification of 3D structure of B. mori PBP 
stimulated the progress in the structure analysis in OBP field, and several other important 
OBP structures have been solved in the few years. Those OBPs all share a very similar 
folding pattern with B. mori PBP (see review [18]). 

In the binding cavity of B. mori PBP, bombykol stays between Phe12 and Phe118, and is 
connected to Ser56 by hydrogen bond near the cavity entrance[15]. A serendipitous ligand n-
butyl-benzene-sulfonamide (NBBS) interacts with Phe117 on C-terminus and Ile119 on N-
terminus of Apis mellifera ASP1 by hydrogen bonds[19]. Within the binding pocket of 
Drosophila LUSH, the alcohol hydroxyl forms hydrogen bonds with Ser52 and Thr57 near 
the entrance of the pocket[20].  

 
 

PH-DEPENDENT CONFORMATIONAL CHANGE AND LIGAND RELEASE 

IN OBPS 
 
In B. mori PBP, it is proposed that the movement of loop 60-69 (Figure 1), or the 

unwinding of helix α1a might shift the cavity between ―open‖ and ―close‖ states, though no 
conformational change has been detected among the apo-PBP and PBP/bombykol 
complex[21]. However, a conformational change has been observed with moth PBPs when 
condition shifts from neutral to acidic pH value. At acidic condition, the C-terminus tail forms 
an extra helix and folds into the binding cavity, which is proposed to occupy the binding 
cavity and force the pheromone out of the cavity (Figure 2) [17, 22, 23].  

 

 
Figure 2. Ribbon view of A. polyphemus PBP neutral form (left) and acidic form (right). The side-chain 

of Asn53 and side-chains of the residues involved in salt-bridges are shown in blue. The side-chains of Leu8 
and Ser9 are shown in green and the histidine side-chains of H69, H70, and H95 are shown in purple. The 
disulfide bonds are indicated in orange. The residues exhibiting large chemical shift changes are highlighted 
in green. Note that C-terminus tail stays outside in neutral form (left), while folds into the binding pocket in 
acidic form (right). This figure is provided courtesy of Smita Mohanty. 
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Such pH-dependent conformational changes have also been found in other insect orders, 
though they take different strategies since they are shorter in length than moth OBPs. In 
dipteran species, the C-terminus coil of OBP extends into the protein and covers the binding 
cavity by contacting with N-terminus. It is suggested that the lower pH condition may disrupt 
hydrogen bonds and open the cover, resulting in reduction of ligand binding affinity[20, 24, 
25]. In honeybee A. mellifera, ASP1 is a dimer at pH7.0. The dimerization is disrupted at 
pH4.0 and the protein undergoes a pH-reduced domain swapping[26]. The length of PBP 
from cockroach Leucophaea maderae is even shorter than that of ASP1, and the authors 
suggest that it takes a different ligand binding and release mechanism[27, 28].  

 
 

BINDING PREFERENCE AND INITIAL RECOGNITION OF OBPS 
 
In some species, it has been found that OBPs showed binding preference, although to a 

relative small extent. Three silkmoth PBP subtypes differentially interact with the three 
pheromonal compounds of Antheraea[29-31]. In cockroach L. maderae, only two 
components of the pheromonal blend, 3-hydroxy-butan-2-one and butane-2,3-diol, showed 
stronger binding affinity to PBP than fluorescence probe 8-anilino-1-naphtalenesulphonic 
acid (ANS) by fluorescence binding studies[32]. For Drosophila LUSH, a series of large 
aromatic compounds, including some phthalates, showed better affinity than short chain 
alcohols, even than some compounds that elicit electrophysiological responses in the fly‘s 

antenna[33]. 
Locusta migratoria OBP1 is proposed to play an important role in locusts to detect 

semiochemicals or food odors. The highest binding affinity of ligands for L. migratoria OBP1 
was found using C15 aliphatic alcohol pentadecanol. Aliphatic alcohols having longer carbon 
chain length (C16 or C17) decreased their binding affinity. So did aliphatic ketones, aliphatic 
aldehydes and aliphatic esters. These results suggested that chain lengths having 15 carbon 
atoms with the polar terminal C-O group were molecules of suitable shape and size to bind to 
L. migratoria OBP1. In other word, OBP1 has relative binding specificity to ligands. And we 
proposed that this binding specificity related with its binding sites. The predicted binding 
sites of complex of OBP1/pentadecanol model were identified through performing docking 
experiment with bioinformatics. The docking result showed that all of the top 20 ligand poses 
placed in similar position, and the polar head group facing the entrance of the protein binding 
pocket. The docking pose which was the most representative is shown in Figure 3a, b. All the 
residues with < 4.0 Å distances to pentadecanol are shown in Figure 3c. The pentadecanol 
neared to Leu50, Met54, Phe66, Glu71, Asn74, Val75, Pro76, Val87, Cys90, Lys91, Ile93, 
Ala102, Ile105, His106, Tyr109, Ler116, Tyr117, Ser118 and Leu119. Among these nineteen 
amino acid residues, Val87 was found at the bottom of the pentadecanol binding site and the 
distance from Asn74 carbonyl oxygen to the hydroxy oxygen of pentadecanol was 3.37 Å, 
which would be suitable for the formation of a hydrogen bond group (Figure 3c).  

Three residues in the binding pocket were replaced with alanine, thus generating the three 
mutants S59A, N74A and V87A. The binding abilities of the three mutants were different. 
The mutant N74A almost lost the binding for efficient alcohols. Either alcohol could compete 
with 50% 1-NPN from mutant N74A even when its concentration reaches 20µM. However, 
mutant S59A behaved like L. migratoria OBP1.  
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Figure 3. Docking experiment of L. migratoria OBP1 and ligand pentadecanol. (A) Overall 
structure of the L. migratoria OBP1 and the docking result. Disulfide bridges are shown as sticks, 
helices and the two termini are labeled. The top 20 docking poses are shown as stick models. Images 
were generated using Pymol (www.pymol.org). (B) The binding pocket of OBP1 and the docking 
result, with pentadecanol shown as a stick model with the hydroxyl oxygen in red. The color of the 
pocket surface is according to hydrophobicity, with high hydrophobicity in red and low in blue. (C) A 
close view of the potential binding mode of OBP1 with pentadecanol. Pentadecanol and the residues 
that were determined to be important for ligand binding are represented as stick models. Residues 
shown as line drawings have a distance to pentadecanol of less than 4 Å. Hydrogen bonds are shown as 
dashed lines.  

 

 
Figure 4. Binging properties of L. migratoria OBP1 (wild type) (A) and its three site-directed mutants 

S59A (B), N74A(C) and 87VA(D). Each ligand was incubated with 2 μM OBP and 2 μM 1-NPN at 
increasing concentrations. Fluorescence intensity values were normalized and plotted against total ligand 
concentration. All spectra were subjected to background subtraction. Data are an average of three 
independent measurements and the error bars represent the standard deviations of the mean derived from the 
differences between the measurements. Structures of ligands dodecanol, tridecanol, tetradecanol, 
pentadecanol and hexadecanol (E) were plotted by ChemSketch. 
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The mutant exhibited also very close Ki values for each tested ligand, except the 
strongest binding ligand pentadecanol with 6.0- fold decrease of Ki value. For tridecanol and 
tetradecanol, mutant V87A shows slightly decrease of affinities.  

In contrast, the Ki value of pentadecanol and hexadecanol reduced by 3.3- and 4.2- fold 
respectively. Dodecanol could not compete with 50% 1-NPN from mutant N74A even when 
its concentration reaches 20µM (Figure 4). As the docking speculation, the experiment with 
site-directed mutagenesis in combination with fluorescence binding assays revealed that 
mutant N74A can not bind with tested ligands dodecanol, tridecanol, tetradecanol, 
pentadecanol or hexadecanol probably for losing the initial recognition by the hydrogen 
bond[34].  

 
 
OBP/ODORANT COMPLEXES MAY ACT AS SIGNAL TRIGGERS 

 
In 2005, a more surprising finding with Drosophia LUSH function had been 

unveiled[35]. lush mutant flies are insensitive to 11-cis vaccenyl acetate (cVA) (over 500-fold 
loss on sensitivity reported in more recent paper[9]) and lose cVA-evoked behaviors[35]. 
cVA is a pheromone mediating aggregation, aggression and sexual behaviors in Drosophila 

reportedly[35-39]. T1 neuron, which is specifically tuned to cVA[37, 40-42], has more than 
400-fold reduction in spontaneous activity in lush mutant compared to wild type. T1 
behaviors in lush mutant suggest that LUSH protein is not only required in cVA signal 
transduction, but a receptor firing activity trigger or even a signal activator as a complex with 
odorant. The LUSH mutations strongly support this hypothesis[9].  

 

 
Figure 5. Structure of LUSHD118A mutant protein mimics cVA-bound LUSH protein. Ribbon diagram of 

the LUSH-cVA complex (blue) with LUSH-butanol complex (yellow) and the LUSHD118A (cyan). The cVA 
is shown as a stick model in magenta. (A) Comparison of the structures of the 117–121 loop in the LUSH-
butanol (yellow) and LUSH-cVA complexes (blue). (B) Comparison of the structures of the same regions 
between LUSH-cVA (blue) and LUSHD118A (cyan). LUSH-cVA and LUSHD118A adopt similar conformations. 
This figure is provided courtesy of Dean Smith. 

 
The acetate group of cVA makes polar interactions with The57 and Ser52 and is 

positioned by interaction with three aromatic residues Phe64, Phe113 and Try123. 
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At the opposite end of binding pocket, interaction of cVA with Phe121 induces a 
conformational change in the loop between residues 117 and 121, including Glu120 and 
Asp118, and results the disruption of a salt bridge between Asp118 and Lys87, pushing 
Phe121 outward. 

Basing on the structural information, the authors engineered some proteins with point 
mutations to shape LUSH, which may mediate the cVA-induced activities in vivo. 
Remarkably, one of the mutations, LUSH with residue Asp118 substituted with alanine 
(LUSHD118A) even activates T1 neurons in the absence of cVA. After diffusing LUSHD118A 
into T1 sensilla lymph through recording pipette, the neuronal spontaneous activity becomes 
comparable to 1% cVA stimulation on wild type flies. The activity has no additional increase 
when cVA is applied. Infusion of LUSHD118A into other trichoid or basiconic sensilla has no 
effect on the activities of those neurons. By resolving the crystal structure of LUSHD118A, they 
found D118A mutant highly mimics the conformational change induced by cVA binding to 
wild type LUSH, and strongly postulate that cVA/LUSH complex, not cVA alone, triggers 
pheromone signals on neuronal membrane physiologically (Figure 5)[9]. 

 
 

CONCLUSION 
 
The odor recognition and discrimination is systematic and complicated physiological 

process in insect chemosensory system. Olfactory receptors (ORs), which are expressed on 
the membrane of olfactory receptor neurons, play a significant role during this process. The 
relatively small receptor repertoire in insects (62 or gens in Drosophila and 79 in mosquito 
Anopheles gambiae) decodes the odors by the combination of each own special odor response 
spectrum[43-45]. As media between the odors in the environment and ORs, OBPs may carry 
out some preliminary recognition with odors just before they send the stimuli to activate the 
olfactory neurons. 

OBPs have the capacity to perform the recognition task. Firstly, OBPs are required for 
olfactory signal transduction. It has been found in fruit fly and fire ant[10, 13], and most 
recently, reports from A. gambiae have provided more evidence to support this[46, 47]. 
Secondly, the binding studies of OBPs showed the strong binding ability to some ligands. The 
3D structure of OBPs even presents a binding cavity in the protein with ligand bound[4, 18]. 
This space of cavity is limited and can definitely not bind all sizes of ligands. Furthermore, 
the pH-dependent conformation of OBPs indicated that the proteins are not only capable of 
catching ligand, but also pushing it out. Thirdly, OBPs have some binding preference to 
different ligands[31-34].  

By structural biology, some key residues of OBPs have been identified to help recognize 
the ligands. Crystal structure of B. mori PBP/bombykol complex suggested that bombykol is 
bound in the cavity through numerous hydrophobic interactions, and Ser56 is the critical 
residue for specific pheromone binding[15]. In Drosophila LUSH, Ser52 and Thr57 are 
located at the opening of the binding pocket and form hydrogen bonds with hydroxyl of 
alcohols and cVA[9, 20, 48]. Although lacking site-mutagenesis proof, three dimensional 
structures of A. polyphemus PBP1 revealed that the side-chain of Asn53 is located at the end 
of the hydrophobic cavity and proposed to be responsible for the recognition with the acetate 
group of the its pheromone[49]. In L. migratoria OBP1, the mutant by replacing Asn74 with 



Molecular Recognition of Odorant-Binding Proteins in Insect Olfaction 207 

alanine can not bind tested ligands probably for losing the initial recognition by the hydrogen 
bond[34]. Most of the residues which may be important for ligands binding and recognition 
are polar and uncharged ones and are located at the entrance of the cavity. Therefore, in spite 
of complete metamorphosis or hemimetabolous insects, the recognition of linear aliphatic 
compounds by OBPs is quite conserved. The hydrophilic amino acids around the opening of 
the binding cavity are crucial for initial recognition and binding specificity of OBPs.  

In addition, dominant LUSH mutant established a new function model for OBPs and 
suggested that at least in some cases, OBP/odor complex might be a signal trigger in olfactory 
circuit [9]. Recently, an interesting scavenger receptor, which is called sensory neuron 
membrane protein (SNMP), was found to be required for cVA sensitivity in T1 neurons in 
Drosophila[50, 51]. SNMP are co-localized with ORs in all types of trichoid sensilla[50]. In 
contrast to LUSH mutant, T1 neurons from the mutant missing SNMP show increased 
spontaneous activity (14-25 spikes/second compared with ~1 spike/second in wild type, while 
T2 neurons remain normal[51]). SNMP may function downstream of LUSH, and upstream of 
or in parallel with ORs. Here come some significant questions. Does LUSH trigger and 
SNMP inhibit the spontaneous neuron firing? Does cVA or LUSH/cVA complex interact 
with SNMP, or directly with ORs? Although cVA can directly activate OR in the absence of 
LUSH and/or SNMP [42, 50], in real physiological environment, LUSH [40] and SNMP are 
still required for effective and quick pheromone signal transduction in flies. 

LUSH, as well as SNMP, both only affect pheromone-evoked neuronal activity in 
Drosophila. These surprising findings suggest that pheromone perception process is special 
and different from other general odors perception. It‘s very interesting to look the similar 
mechanisms to be identified in other insect species, even in mammals.  

The interaction between odor molecules, OBPs, SNMP and ORs is a big puzzle so far. 
ORs were just identified as ion channels on sensory membrane[52, 53]. The functional 
complex of these molecules must be a research hot spot in the future. People would be very 
interested to understand what factors activate and close the OR channels and what else are 
involved in a functional channel unit. How does the channel form and whether SNMP is 
involved in the channel probably would be the next questions people try to answer. 
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ABSTRACT 
 

The Proteomic Code is a set of rules by which information in genetic material is 
transferred into the physico-chemical properties of amino acids and determines how 
individual amino acids interact with each other during folding and in specific protein–

protein interactions. The Proteomic Code is part of the redundant Genetic Code. The 25-
year-old history of this concept is reviewed from the first independent suggestions by 
Biro and Mekler, through the works of Blalock, Root-Bernstein, Siemion, Miller and 
others, followed by the discovery of a Common Periodic Table of Codons and Nucleic 
Acids in 2003 and culminating in the recent conceptualization of partial complementary 
coding of interacting amino acids as well as the theory of the nucleic acid-assisted protein 
folding. A novel cloning method for the design and production of specific and with high 
affinity reacting proteins (SHARP) is presented. This method is based on the concept of 
proteomic codes and is suitable for large-scale, industrial production of specifically 
interacting peptides. 
 
 

ABBREVIATIONS 
 

Amino Acid Complementarity  The physico-chemical complementarity (size, charge,  
    hydropathy) of amino acid pairs as well as their origin from  

     complementary codons 
Complementary Amino Acids  Amino acid pairs, coded by complementary codons. 
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NA      Nucleic Acid 
P      Protein 
PC      Proteomic Code, the comprehensive rules describing the  
     origin and nature of amino acid complementarity. 
SHARP    Specific High Affinity Reacting Peptides W-C base  
     pairs:Watson–Crick‗s complementary base pairs. 
 

 
INTRODUCTION 

 
Nucleic acids and proteins are the carriers of most (if not all) biological information. This 

information is complex, well organized in space and time. These two kinds of 
macromolecules have a polymer structure. Nucleic acids are built from four nucleotides and 
the proteins are built from 20 amino acids (as basic units). Both nucleic acids and proteins are 
able to interact with each other and in many cases these interactions are extremely strong (Kd 
~109

–1012 M) and extremely specific. The nature and origin of this specificity is well 
understood in the case of nucleic acid–nucleic acid (NA-NA) interactions (DNA–DNA, 
DNA–RNA, RNA–RNA), as is the complementarity of the Watson–Crick (W-C) base pairs. 
The specificity of NA-NA interactions is determined, undoubtedly, at the basic unit level 
where the individual bases have a prominent role. 

 

 

Figure 1. Forms of peptide to peptide interactions. The specificity of interactions between two peptides 
might be explained in two ways. First, many amino acids collectively form larger configurations 
(protrusions and cavities, charge and hydropathy fields) which fit each other (A and D). Second, the 
physico-chemical properties (size, charge, hydropathy of individual amino acids fit each other like 
―lock and key‖ (C and E). There are even intermediate forms (B). 

Our most established view on the specificity of protein–protein (P-P) interactions is 
completely different [1]. In this case the individual amino acids in a particular protein 
together establish a large 3D structure. This structure has protrusions and cavities, charged 
and uncharged areas, hydrophobic and hydrophilic patches on its surface, which altogether 
form a complex 3D pattern of spatial and physico-chemical properties. Two proteins will 
specifically interact with each other if their complex 3D pattern of spatial and physico-
chemical properties fits to each other as a mold to its template or a key to its lock. In this way 
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the specificity of P-P interactions is determined at a level larger than one amino acid (Figure 
1). 

The nature of specific nucleic acid–protein (NA-P) interactions is less understood. It is 
suggested that some bases together form some kind of 3D structure which fits to the 3D 
structure of a protein (in the case of single-stranded nucleic acids). Alternatively, double-
stranded nucleic acid provides a pattern of atoms in the grooves of the double strands, with an 
atomic pattern that is in some way specifically recognized by nucleo-proteins [2]. 

Regulatory proteins are known to recognize specific DNA sequences directly through 
atomic contacts between protein and DNA, and/or indirectly through the conformational 
properties of the DNA.  

There has been ongoing intellectual effort for the last 30 years to explain the nature of 
specific P-P interactions at the residue unit (individual amino acid) level. This view states that 
there are individual amino acids which preferentially co-locate with each other in specific P-P 
contacts and form amino acid pairs which are physico-chemically more compatible with each 
other than any other amino acid pairs. These physico-chemically highly compatible amino 
acid pairs are complementary to each other in analogy to the W-C base pair complementarity.  

The comprehensive rules describing the origin and nature of amino acid complementarity 
is called the Proteomic Code. 

 
 

THE HISTORY OF THE PROTEOMIC CODE 
 

PEOPLE FROM THE PAST 
 
This is my very subjective selection of scientists, for whom I have great respect and I 

think they contributed – in one or another way – to the development of the Proteomic Code. 
Linus Pauling is regarded as ―the greatest chemist who ever lived‖. The Nature of the 

Chemical bond is fundamental to the understanding of any biological interaction [3]. His 
works on the protein structure are classics [4]. His unconfirmed DNA model, in contrast to 
the established model, gives some theoretical ideas on how specific nucleic acid–protein 
interaction might happen [5,6]. 

Carl R Woese is famous for defining the Archaea, the third life form on Earth (in addition 
to bacteria and eucarya). Less known is his ―RNA world‖ hypothesis. This is a theory which 
proposes that a world filled with RNA (ribonucleic acid)-based life predates current DNA 
(deoxyribonucleic acid)-based life. RNA, which can store information like DNA and catalyze 
reactions like proteins (enzymes), may have supported cellular or pre-cellular life. Some 
theories as to the origin of life present RNA-based catalysis and information storage as the 
first step in the evolution of cellular life. 

The RNA world is proposed to have evolved into the DNA and protein world of today. 
DNA, through its greater chemical stability, took over the role of data storage while proteins, 
which are more flexible in catalysis through the great variety of amino acids, became the 
specialized catalytic molecules. The RNA world hypothesis suggests that messenger RNA 
(mRNA), the intermediate in protein production from a DNA sequence, is the evolutionary 
remnant of the ―RNA world‖ [7]. His concept of a common origin of nucleic acid and protein 
―worlds‖ is very much compatible with the foundation of the Proteomic Code. 



Jan C. Biro 214 

Margaret O Dayhoff is the mother of bioinformatics. She was the first who collected and 
edited the Atlas of Protein Sequence and Structure [8] and later introduced statistical methods 
into protein sequence analyses. Her work was a huge asset and inspiration to my first 
suggestion of the Proteomic Code [9,10,11]. 

George Gamow was a theoretical physicist and cosmologist and spent only a few years in 
Cambridge, UK, but he was there when the structure of DNA was discovered in 1954. He 
developed the first genetic code, which was not only an elegant solution for the information 
transfer from DNA to proteins, but at the same time explained how DNA might specifically 
interact with proteins [12,13,14,15,16,17]. In his mind, the codons were mirror images of the 
coded amino acids and they had a very intimate relationship with each other. His genetic code 
proved to be wrong and the nature of specific nucleic acid–protein interactions is still not 
known, but he remains a strong inspiration (Figure 2) [18,19]. 

 

 

Figure 2. Biological information flow (transformation and recognition) between nucleic acids and 
proteins. All biological information is stored in nucleic acids (DNA/RNA) and much in proteins (P). 
The information transfer and interactions between nucleic acids and the formation of double-stranded 
(ds) forms are well known and understood. However, the exact nature of P-P and P-nucleic acid 
interactions is still obscure. The works of these four scientists played important roles in much that we 
know about these information transfers and interactions (subjectively chosen by the author of this 
article). 

 
FIRST GENERATION MODELS FOR THE PROTEOMIC CODE 

 
The first generation models (up to 2006) of the novel Proteomic Code are based on 

perfect codon complementarity coding of interacting amino acid pairs. 
 
 

MEKLER 
 
Mekler described an idea of sense and complementary peptides which may be able to 

interact specifically, mediated by specific through-space, pair wise interactions between 
amino acid residues [20]. He suggested that amino acids of specifically interacting proteins, 
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in their specifically interacting domains, are composed of two parallel sequences of amino 
acid pairs that are spatially complementary to each other, similar to the Watson–Crick base 
pairs in nucleic acids. The protein nucleic acid analogy in his theory continued and he 
proposed that these spatially complementary amino acids are coded by reverse-
complementary codons (translational reading in the 5′3′ direction). 

It is possible to segregate 64 (the number of different codons, including three stop 
codons) of all the possible putative amino acid pairs (20×20/2=200) into three non-
overlapping groups [21]. 

 
 

BIRO 
 
I was also inspired by the complementarity of nucleic acids and developed a theory of 

complementary coding of specifically interacting amino acids [9,10,11]. I had no knowledge 
of the publications of Mekler or Idlis (published in two Russian papers). I was also convinced 
that amino acid pairs coded by complementary codons (no matter if in the same 5′3′/5′3′ 

or opposite 5′3′/3′5′ orientations) are somehow special and suggested that these pairs of 

amino acids might be responsible for the specific intra- and intermolecular peptide 
interactions. 

I developed a method for pair wise computer searching of protein sequences for 
complementary amino acids and found that these specially coded amino acid pairs are 
statistically overrepresented in those proteins known to interact with each other. In addition, I 
was able to find short complementary amino acid sequences within the same protein 
sequences and concluded that these might play a role in the formation or stabilization of 3D 
protein structures (Figure 3).  

 

 

Figure 3. Origin of the Proteomic Code. Threonine (Thr) is coded by 4 different synonymous codons. 
Complementary triplets are coding different amino acids in parallel (3′5′) and anti-parallel (5′3′) 

readings. Amino acids coded by symmetrical codons are called ―primary‖ and others ―secondary‖ anti-
sense amino acids (modified from [9]). 
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Molecular modeling showed the size compatibility of complementary amino acids and 
that they might form a 5–7 atoms long bridge between the alpha C atoms of amino acids. It 
was a rather ambitious theory at a time when the antisense DNA sequences were called 
nonsense, and it was an even more ambitious method when computers were programmed by 
punch-cards and the protein databases were based on Dayhoff‘s three volumes of protein 

sequences [8]. 
 
 

BLALOCK-SMITH 
 
This theory is called the molecular recognition theory. Synonymous names are 

hydropathy complementarity or anti-complementarity theory and was based on the 
observation [22] that codons for hydrophilic and hydrophobic amino acids are generally 
complemented by codons for hydrophobic and hydrophilic amino acids, respectively. This is 
the case even when the complementary codons are read in the 3′5′‘‘ direction. Peptides, 

specified by complementary RNAs, bind to each other with specificity and high affinity 
[23,24]. The theory turned out to be very fruitful in neuro-endocrine and immune research 
[25,26]. 

A very important observation is that antibodies against complementary antibodies also 
specifically interact with each other. Bost and Blalock [27] synthesized two complementary 
oligopeptides (i.e. peptides translated from complementary mRNAs, in opposing directions). 
The two peptides, Leu-Glu-Arg-Ile-Leu-Leu (LERILL), and its complementary peptide, Glu-
Leu-Cys-Asp-Asp-Asp (ELCDDD), specifically recognized each other in radioimmunoassay. 
Antibodies were produced against both peptides. Both antibodies specifically recognized their 
own antigen. Using radioimmunoassays, anti-ELCDDD antibodies were shown to interact 
with 125I-labeled anti-LERILL antibodies but not with 125I-labeled control antibodies. More 
importantly, the interaction of the two antibodies could be blocked using either peptide 
antigen, but not with control peptides. Furthermore, 125I-labeled anti-LERILL binding to 
LERILL could be blocked with anti-ELCDDD antibody and vice versa. It was concluded 
therefore that antibody/antibody binding occurred at or near the antigen combining site, 
demonstrating that this was an idiotypic/anti-idiotypic interaction. 

This experiment clearly showed the existence (and functioning) of an intricate network of 
complementary peptides and interactions. Much effort is being made to master this network 
and use it in protein purification, binding assays, medical diagnosis and therapy. 

Recently, Blalock [28]{Blalock JE: Department of Physiology and Biophysics, The 
University of Alabama at Birmingham. http://www.physiology. uab.edu/Blalock.htm# 

Research} has emphasized that nucleic acids encode amino acid sequences in a binary 
fashion with regard to hydropathy and that the exact pattern of polar and non-polar amino 
acids, rather than the precise identity of particular R groups, is an important driver for protein 
shape and interactions. The perfect codon complementarity behind coding of interacting 
amino acids is no longer an absolute requirement for his theory. 

It is easy to see that there is similarity between hydropathy profiles of the four possible 
translations of a nucleic acid (Figure 4), but the validity of hydrophobe–hydrophyl 
interactions remains unanswered. 

 



The Proteomic Code: A Molecular Recognition Code for Proteins 217 

 

Figure 4. Hydropathy profile of a protein. An artificially constructed nucleic acid sequence was 
randomized and translated into the four possible directions (D, direct; RC, reverse-complement; R, 
reverse; C, complement) sequences. The D sequence was designed to contain equal numbers of the 20 
amino acids. The hydropathy profile was determined by an online tool 
(http://www.tcdb.org/progs/hydropathy.php). 

 
ROOT-BERNSTEIN 

 
Another amino acid pairing hypothesis was presented by Root-Bernstein [29,30]]. He 

focused on whether it was possible to build amino acid pairs meeting standard criteria for 
bonding. He concluded that it was possible only in 26 cases (of 210 pairs). Of these 26, 14 
were found to be genetically encoded by perfect complementary codons (read in the same 
orientation (5′3′/3′5′) while in 12 cases mismatch was found at the wobble position of 

pairing codons. 
 
 

SIEMION 
 
There is a regular connection between activation energies (measured as enthalpies (H

++) 
and entropies (S

++) of activation for the reaction of 18 N′‘-hydroxysuccinimide esters of N-
protected proteinaceous amino acids with p-anisidine) and the genetic code [31,32,33]. 

This periodic change of amino acid reactivity within the genetic code led him to suggest a 
peptide–anti-peptide pairing. This is rather similar to Root-Bernstein‘s hypothesis. 
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MILLER 
 
Practical use is the best test of a theory. Technologies based on interacting proteins have 

a significant market in different branches of biochemistry, as well as in medical diagnostics 
and therapy. The Genetic Therapies Centre (GTC) (http://www.gtc.ch.ic.ac.uk/about_us/ 

overview.shtml at the Imperial College London (http://www.imperial.ac.uk/P2801.htm) was 
founded in 2001 with major financial support from a Japanese company, the Mitsubishi 
Chemical Corporation, and the UK charity, the Wolfson Foundation) is one of the first 
academic centers that are openly investing in Proteomic Code-based technologies. With the 
clear intention for their science ―to be used in the marketplace‖, Andrew Miller, the first 

director of GTC and co-founder of its first spin-off company, Proteom Ltd 
(http://www.prosarix.com/default.htm), is making major contributions to this field 
[34,35,36,37,38]. 

However, Miller and his colleagues came to realize that the amino acid pairs provided by 
perfectly complementary codons are not always the best pairs, and deviations from the 
original design sometimes significantly improved the quality of a protein–protein interaction. 
Therefore the current view of Miller is that there are ―strategic pairs of amino acid residues 
that form part of a new, through-space two-dimensional amino acid interaction code 
(Proteomic Code).  

The proteomic code and derivatives thereof could represent a new molecular recognition 
code relating the 1D world of genes with the 3D world of protein structure and function, a 
code that could shortcut and obviate the need for extensive research into the proteome to give 
form and function to currently available genomic information (i.e., true functional genomics)‖ 

(http://www.gtc.ch.ic.ac.uk/research_interests/code.shtml). 
 
 

THE PROTEOMIC CODE AND THE 3D STRUCTURE OF PROTEINS 
 
It is widely accepted that the 3D structure of proteins plays a significant role in their 

specific interactions and function. The opposite is less obvious, namely that specific and 
individual amino acid pairs or the sequence of these pairs might determine the foldings of 
proteins.  

Complementarity at the amino acid level in the proteins and the corresponding internal 
complementarity within the coding mRNA (the Proteomic Code) raises the intriguing 
possibility that some protein folding information is present in the nucleic acids (in addition or 
within the known and redundant genetic code). A higher propensity of complementarily 
coded amino acids was observed in real protein sequences than in translations of 
corresponding random nucleotide sequences [9,10,11].  

The internal amino acid complementarity allows the polypeptides coded by 
complementary codons to retain the secondary structure patterns of the translated strand 
(mRNA). Thus, genetic code redundancy could be related to evolutionary pressure towards 
retention of protein structural information in complementary codons and nucleic acid 
subsequences [39,40,41,42,43,44]. 
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EXPERIMENTAL EVIDENCE 
 
Experiments based on the idea of a Proteomic Code usually start with a well-known 

receptor-ligand type protein interaction. A short sequence is selected (often <10 amino acids 
long) which is known or suspected to be involved in the direct contact between the proteins in 
question (P-P/r). A complementary oligopeptide sequence is derived using the known mRNA 
sequence of the selected protein epitope, making a reverse complementation of the sequence, 
translating it and synthesizing it. 

The flow of the experiments looks as follows: 
 
(a) choose an interesting peptide 
(b) select a short, ―promising‖ oligo-peptide epitope (P); 
(c) find the true mRNA of P; 
(d) reverse-complement this mRNA; 
(e) translate the reverse-complemented mRNA into complementary peptide (P/c); 
(f) test P–P/c interaction (affinity, specificity); 
(g) use P/c for finding P-like sequences (for histochemistry, affinity purification); 
(h) use P/c to generate antibodies (P/c_ab); 
(i) test P/c_ab for its interaction with the P-receptor (P/r) and use it for example labeling 

or affinity purification of P/r; 
(j) use P_ab (as well as antibodies to P, P_ab) to find and characterize idiopathic ( 

P_ab– P/c_ab) antibody reactions. 
 
A nice feature of Proteomic-Code based technology is that the amino acid 

complementarity (information mirroring) does not stop with the P–P/c interaction but 
continues and involves even the antibodies generated against the original interacting domains; 
even P_ab–P/c_ab, i.e., antibodies against interacting proteins, will themselves contain 
interacting domains. They are idiotypes. 

Peptides and interactions involved in Proteomic Code-based experiments are summarized 
in Figure 5. 

A very nice example of this technology and its potential is given by Bost and Blalock 
[27] (described above), It is reviewed by Heal et al. [37] and McGuian [45]. Table 1 presents 
a number of these kinds of experiments. 

Some experiments or types of experiments require further attention. 
The antisense homology box, a new motif within proteins that encodes biologically active 

peptides, was defined by Baranyi an coworkers, around 1995. They used a bioinformatical 
method for a genome-wide search of peptides coded by complementary exon sequences. They 
found that amphiphilic peptides, approximately 15 amino acids in length, and their 
corresponding antisense peptides exist within protein molecules. These regions (termed 
antisense homology boxes) are separated by approximately 50 amino acids. They concluded 
that because many sense–antisense peptide pairs have been reported to recognize and bind to 
each other, antisense homology boxes may be involved in folding, chaperoning and oligomer 
formation of proteins. The frequency of peptides in antisense homology boxes was 4.2 times 
higher than expected from random sequences (p<0.001) [46]. 
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Figure 5. Variations for a protein. Experiments regarding the Proteomic Code are usually designed for 
the peptides and peptide interactions depicted in this figure. A peptide (P) naturally interacts with its 
receptor (P/r). Antibodies against this protein (P/ab) and its receptor (P/r_ab) might also be naturally 
present in vivo as part of the immune surveillance or artificially arise. The Proteomic Code gives a 
method to design artificial oligopeptides (P/c and P/rc) with the potency to interact with the receptor 
and its ligand. P and P/c as well as Pr and P/rc are expressed from complementary nucleic acid 
sequences. It is possible to raise antibodies against P/c (P/c_ab) and P/rc (P/rc_ab). 

They successfully confirmed their suggestion by experimental results. The antisense 
homology box-derived peptide CALSVDRYRAVASW, a fragment of human endothelin A 
receptor, proved to be a specific inhibitor of endothelin peptide (ET-1) in a smooth muscle 
relaxation assay. The peptide was also able to block endotoxin-induced shock in rats. The 
finding of endothelin receptor inhibitor among antisense homology box-derived peptides 
indicates that searching proteins for this new motif may be useful in finding biologically 
active peptides [47,48,49]. 

A bioinformatics experiment, similar to Baranyi‘s, was performed by Segerstéen et al. 

[50]. The hypothesis that nucleic acids, which code specifically interacting receptor and 
ligand proteins, contain complementary sequences was tested. Human insulin mRNA 
(HSINSU) contained 16 sequences which were 23.8±1.4 nucleotides long and were 
complementary to the insulin receptor mRNA (HSIRPR, 74.8±1.9% complementary matches, 
p<0.001 compared to randomly occurring matches).  

However, when examining 10 different nucleic acids (coding proteins not interacting 
with the insulin receptor), 81 additional sequences were found which were also 
complementary to HSIRPR. Although the finding of short complementary sequences was 
statistically highly significant, we concluded that this is not specific for nucleic acid coding of 
specifically interacting proteins. 

There are two kinds of antisense technologies based on the complementarity of nucleic 
acids: (a) when the production of a protein is inhibited by an oligonucleotide sequence which 
is complementary to its mRNA; this is a pre-translational modification and it usually requires 
transfer of nucleic acids into the cells; (b) when the biological effect of an already complete 
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protein is inhibited by another protein which is translated from its complementary mRNA; 
this is a post-translational modification and does not block the synthesis of a protein. 

 
Table I. 

 

 
 
Many experiments (Table 1) indicate that antisense proteins inhibit the biological effects 

of a protein. This suggests the possibility of antisense protein therapy. The P–P/c reaction is 
in many respects similar to the antigen–antibody reaction, therefore the potential of antisense 
protein therapy is expected to be similar to the potential of antibody therapy (passive 
immunization against proteinaceous toxins, such as bacterial toxins, venoms, etc.). However, 
antisense peptides are much smaller than antibodies (MW as little as ~1000 Da compared to 
IgG ~155 kDa). This means that antisense proteins are easy to manufacture in vitro; 
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antibodies are produced in living animals (with non-human species characteristics). However, 
the small size is expected to have the disadvantage of a higher Kd and a shorter biological 
half-life. 

Immunization with complementary peptides gains antibodies (P/c_ab) as any other 
protein. These antibodies contain a domain that is similar to the original protein (P) and 
specifically bind to the receptor of the original protein (P/r). This property is effectively used 
for affinity purification or immuno-staining of receptors. The P/c_ab is able to mimic or 
antagonize the in vivo effect of P by binding to its receptor. This property has the desired 
potential to treat protein-related disease, such as many pituitary gland-related diseases. A 
vision might be to treat, for example, pituitary dwarfism, with immunization to growth 
hormone complementary peptide (GH/c) or Type I diabetes with immunization to insulin/c 
peptide. 

 
 

REVERSE BUT NOT COMPLEMENTARY SEQUENCES 
 
The biochemical process of transcription and translation is unidirectional, 5′3′ and 

reversion does not exist. However, there are many examples of sequences which are present 
in the genome (in addition to direct reading) even in reverse orientation, and if expressed (in 
the usual 5′3′ direction) they produce mRNA and proteins that are virtually reversely 
transcribed and reversely translated. 

An interesting observation is that direct and reverse proteins often have very similar 
binding properties and related biological effects even if their sequence homology is very low 
(<20%). For example, growth hormone-releasing hormone (GHRH) and the reverse GNRH 
specifically bind to the GHRH receptor on rat pituitary cells and to polyclonal anti-GHRH 
antibody in ELISA and RIA procedures although they share only 17% sequence similarity 
and they are antagonists in in vitro stimulation of GH RNA synthesis and in vitro and in vivo 
GH release from pituitary cells [51]. 

The same phenomenon is observed in complementary sequences. A peptide expressed by 
complementary mRNA often specifically interacts with proteins expressed by the direct 
mRNA and it does not matter if they are read in the same or opposite directions. A possible 
explanation is that many codons are actually symmetrical and have the same meaning in both 
directions of reading.  

The physico-chemical properties of amino acids is preferentially determined by the 2nd 
(central) codon letter [52] and in that way the physico-chemical pattern of direct and reverse 
sequences remains the same. In addition, I found that protein structural information is also 
carried by the 2nd codon letters [53]. 

 
 

CONTROVERSIES REGARDING THE ORIGINAL PROTEOMIC CODES 
 
All proteomic codes before 2006 required perfect complementarity, even if it was noticed 

that the ―biophysical and biological properties of complementary peptides can be improved in 
a rational and logical manner where appropriate‖ [36] . 
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 Expression of the antisense DNA strand was simply not accepted before large scale 
genome sequences confirmed that genes are about equally distributed on both strands 
of DNA in every organisms containing dsDNA. 

 Spatial complementarity is difficult to imagine between longer amino acid 
sequences, because the natural, internal folding of proteins will prohibit it in most 
cases. 

 The usual is that residues with the same polarity show attraction to each other, 
because hydrophobes like the hydrophobe environment as well as lipohobes prefer 
lipohobe neighbors. Amphipathic interactions seems to be artificial for most 
chemists. 

 Only complementary (but not reversed) sequences were also found effective. This 
requires 3′5′ translation, which is normally prohibited. 

 Inconsistency of the results; it works for some proteins but not for others; necessity 
to improve results, e.g., ―M-I pair mutagenesis‖ [36]. 

 The protein 3D structure and interactions are thought to be arranged on a larger scale 
than individual amino acids. 

 The number of possible amino acid pairs is 20×20/2=200. The number of perfect 
codons is 64, i.e., about a third of the number expected. This means that two-thirds of 
amino acid pairs are impossible to code by perfectly complementary codons. 

 
Are these amino acid pairs not derived from complementary codons at all? 
Are these amino acid pairs derived from imperfectly complementary codons? 
 
 

DEVELOPMENT OF THE SECOND GENERATION PROTEOMIC CODE 
 
What did we learn about the Proteomic Code during its first 25 years (1981–2006)? My 

first and most important lesson is that I realize how terribly wrong it was (and is) to believe in 
scientific dogmas, like sense vs nonsense DNA strands. It is almost unbelievable today that 
many of us were able to see difference between two perfectly symmetrical and structurally 
identical strands. 

We were able to provide multiple independent and convincing evidence that the concept 
of the Proteomic Code is valid. At the same time we had to understand that the first concepts 
– based on perfect complementarity of codons behind interacting amino acids – are imperfect. 

There is protein folding information in the nucleic acids – in addition or within the 
redundant genetic code – but it is unclear how is it expressed and interpreted to form the 3D 
protein structure. 

A major physico-chemical property, the hydropathy of amino acids is coded by the 
codons. Proteins translated from direct and reverse as well as from complement and reverse-
complement strands results in the same hydropathic profile. This is possible only if the amino 
acid hydropathy is related to the second, central codon letter. 

There is a clear indication that some biological information exists in multiple 
complementary (mirror) copies: DNA–DNA/cRNA–RNA/cprotein–protein/cIgG–

IgG/c. 
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Some theoretical considerations and research that led to the suggestion of the 2nd 
generation Proteomic Codes are now reviewed. 

 
 

CONSTRUCTION OF A COMMON PERIODIC TABLE OF CODONS  

AND AMINO ACIDS 
 
The Proteomic Code revitalizes a very old dilemma and dispute represented by Carl 

Woese and Francis Crick about the origin of the genetic code. Is there any logical connection 
between any properties of an amino acid on the one hand and any properties of its genetic 
code on the other? 

Carl Woese [54] argued that there was stereochemical matching, i.e., affinity, between 
amino acids and certain triplet sequences. He therefore proposed that the genetic code 
developed in a way that was very closely connected to the development of the amino acid 
repertoire, and that this close biochemical connection is a fundamental of specific protein–

nucleic acid interactions. 
Crick [55] considered that the basis of the code might be a ―frozen accident‖, with no 

underlying chemical rationale. He argued that the canonical genetic code evolved from a 
simpler primordial form that encoded fewer amino acids. The most influential form of this 
idea, ―code co-evolution,‖ proposed that the genetic code co-evolved with the invention of 
biosynthetic pathways for new amino acids [56]. 

A periodic table of codons has been designed where the codons are in regular locations. 
The table has four fields (16 places in each) one with each of the four nucleotides (A, U, G, 
C) in the central codon position. Thus, AAA (lysine), UUU (phenylalanine), GGG (glycine) 
and CCC (proline) are positioned in the corners of the fields as the main codons (and amino 
acids).  

They are connected to each other by six axes. The resulting nucleic acid periodic table 
shows perfect axial symmetry for codons. The corresponding amino acid table also displaces 
periodicity regarding the biochemical properties (charge and hydropathy) of the 20 amino 
acids, and the position of the stop signals. Table 2 emphasizes the importance of the central 
nucleotide in the codons, and predicts that purines control the charge while pyrimidines 
determine the polarity of the amino acids. 

In addition to this correlation between the codon sequence and the physico-chemical 
properties of the amino acids, there is a correlation between the central residue and the 
chemical structure of the amino acids. A central uridine correlates with the functional group –
C(C)2–; a central cytosine correlates with a single carbon atom, in C1 position; a central 
adenine coincides with the functional groups –CC=N and –CC=O, and finally a central 
guanine coincides with the functional groups –CS, –C=O, and C=N, and with the absence of a 
side chain (glycine). (Table III) 

I interpret these results as a clear cut answer for the Woese vs Crick dilemma: there is a 
connection between the codon structure and the properties of the coded amino acids. The 
second (central) codon base is the most important determinant of the amino acid property. It 
explains why the reading orientation of translation has so little effect on the hydropathy 
profile of the translated peptides. Note, that 24 of 32 codons (U or C in the central position) 
code apolar (hydrophobe) amino acids, while only 1 of 32 codons (A or G in the central 
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position) codes non-apolar (non-hydrophobe, charged or hydrophilic) amino acids. It explains 
why complementary amino acid sequences have opposite hydropathy, even if the binary 
hydropathy profile is the same. 

 
Table II. Common Periodic Table of Codons and Amino Acids 
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Table II. Continued 
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Table III. Effect of a Single Codon Residue on the Structure of the Amino Acids 

 

 
 
 

THE PHYSICO-CHEMICAL COMPATIBILITY OF AMINO ACIDS  

IN THE PROTEOMIC CODE 
 
The complementary coding of two amino acids is not a guarantee per se for the special 

co-location (or interaction) of these amino acids within the same or between two different 
peptides. Some kind of physico-chemical attraction is also necessary. The most fundamental 
properties to consider are, of course, the size, charge and hydropathy. Mekler and myself 
suggested size compatibility [9,10,11,20], obviously under the influence of the known size 
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complementarity of the Watson–Crick base pairs. Blalock emphasizes the importance of 
hydropathy, better say amphipathy (which makes some scientists immediately antipathic). 
Hydrophobe residues like other hydrophobe residues and hydrophilic residues like 
hydrophilic residues. Hydrophyl likes hydrophobe like water likes oil. 

Visual studies on the 3D structures of proteins give some ideas how interacting interfaces 
look (Figure 6): 

 
 the interacting (collocating) sequences are short (1–10 amino acid long); 
 the interacting (collocating) sequences are not continuous; there are many mismatches; 
 the orientation of the collocating residues is often not the same (not parallel); 
 the contact between collocating residues might be side-to-side or top-to-top. 

 
This is clearly a different picture than the base-pair interactions in a dsDNA spiral. 

Alpha-helices and beta-sheets are regular structures, which make their amino acid residues 
periodically ordered. Many residues are parallel to each other and W-C-like interactions are 
not impossible. But is it really the explanation for specific residue interactions? 

 

 

Figure 6. Amino acid co-locations. Randomly selected amino acid contacts from real proteins. The 
interactions between amino acid residues from 2 (A, B) 3 (C, D) and 4 (E, F) parallel alpha helices are 
perpendicular to the peptide backbones (helices). The orientation of residues show large variation; some 
are located side-by-side, others are end-to-end. 

 
SEQX 

 
The interacting residues of protein and nucleic acid sequences are close to each other; 

they are co-located. Structure databases (e.g., Protein Data Bank, PDB and Nucleic Acid Data 
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Bank, NDB) contain all the information about these co-locations; however it is not an easy 
task to penetrate this complex information. We developed a JAVA tool, called SeqX, for this 
purpose [57]. 

The SeqX tool is useful to detect, analyze and visualize residue co-locations in protein 
and nucleic acid structures. The user: 

 
(a) selects a structure from PDB; 
(b) chooses an atom that is commonly present in every residue of the nucleic acid and/or 

protein structure(s); 
(c) defines a distance from these atoms (3–15 Å). 
 
The SeqX tool then detects every residue that is located within the defined distances from 

the defined ―backbone‖ atom(s); provides a dot-plot-like visualization (residues contact map), 
and calculates the frequency of every possible residue pair (residue contact table) in the 
observed structure. It is possible to exclude ±1–10 neighbor residues in the same polymeric 
chain from detection, which greatly improves the specificity of detections (up to 60% when 
tested on dsDNA). Results obtained on protein structures show highly significant correlations 
with results obtained from the literature (p<0.0001, n=210, four different subsets). The co-
location frequency of physico-chemically compatible amino acids is significantly higher than 
is calculated and expected in random protein sequences (p<0.0001, n=80) (Figure 7). 

 

 

Figure 7. Real vs calculated residue co-locations (from [57] {. The relative frequency of real residue co-
locations was determined by SeqX in 80 different protein structures and compared to the relative 
frequency of calculated co-locations in artificial, random protein sequences (C). The 200 possible 
residue pairs provided by the 20 amino acids were grouped into 4 subgroups regarding their physico-
chemical compatibility to each other, i.e., favored (+) and un-favored (–) regarding hydrophobicity and 
charge. (HP+, hydrophobe–hydrophobe and lipophobe–lipophobe; HP–, hydrophobe–lipophobe; CH+, 
positive–negative and hydrophobe–charged; CH–: positive–positive and negative–negative and 
lipophobe–charged interactions). The bars represent the mean±SEM (n=80 for real structures and n=10 
for artificial sequences). Student‘s t-test was applied to evaluate the results. 
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These results gave a preliminary confirmation of our expectation that physico-chemical 
compatibility exists between co-locating amino acid pairs. Our findings do not support any 
significant dominance of amphipathic residue interactions in the examined structure. 

 
 

AVAILABILITY AND REQUIREMENTS 
 
Available from http://janbiro.com/Downloads.html SeqX, Java J2SE Runtime 

Environment 5.0 (available from [see Additional file 1] http://www.sun.com) and at least a 1 
GHz processor and with a minimum 256 Mb RAM. Source codes are available from the 
authors. 

 
AMINO ACID SIZE, CHARGE, HYDROPATHY INDICES AND MATRICES FOR 

PROTEIN STRUCTURE ANALYSIS 
 
It was necessary to have a closer look at the physico-chemical compatibility of co-

locating amino acids [58]. 
 

 

Figure 8. (a) Amino acid co-locations vs size, charge, and hydrophobe compatibility indexes (modified 
from [59]. Average propensity of the 400 different amino acid co-locations in 80 different protein 
structures (SeqX 80) are plotted against size, charge and hydrophobe compatibility indexes (SCI, CCI, 
HCI). The original ―row‖ values are indicated in (A–C). The SeqX 80 values were corrected by the co-
location values, which are expected only by chance in proteins where the amino acid frequency follows 
the natural codon frequency (NF) (D–F). (b) Amino acid co-locations vs size, charge, and hydrophobe 
compatibility indexes in major subgroups (modified from [59]. Data presented in Figure 1 were divided 
into subgroups and summed (Sum). The group averages are connected by the blue lines while the pink 
symbols and lines indicate the calculated linear regression. 
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Figure 9. Matrix representation of residue co-locations in a protein structure (1AP6) (modified from 
[58.]). A protein sequence (1AP6) was compared to itself with DOTLET using different matrices, SCM 
(A), CCM (B), HCM (C), the combined SCHM (D) and NFM (G) and Blosum62 (F). Comparison of 
randomized 1AP6 using SCHM is seen in (I). The 2D (SeqX Residue Contact Map) and 3D 
(DeepView/Swiss-PDB Viewer) views of the structure are illustrated in (E) and (H). The black/gray 
parts of the dot-plot matrices indicate the respective compatible residues, except the Blosum62 
comparison (F), where the diagonal line indicates the usual sequence similarity. The dot-plot 
parameters are otherwise the same for all matrices. 

We indexed the 200 possible amino acid pairs for their compatibility regarding the three 
major physico-chemical properties – size, charge and hydrophobicity – and constructed size, 
charge and hydropathy compatibility indices (SCI, CCI, HCI) and matrices (SCM, CCM, 
HCM).  

Each index characterized the expected strength of interaction (compatibility) of two 
amino acids by numbers from 1 (not compatible) to 20 (highly compatible). We found 
statistically significant positive correlations between these indices and the propensity for 
amino acid co-locations in real protein structures (a sample containing total 34,630 co-
locations in 80 different protein structures): for HCI, p<0.01, n=400 in 10 subgroups; for SCI, 
p<1.3E–08, n=400 in 10 subgroups; for CCI, p<0.01, n=175). Size compatibility between 
residues (well known to exist in nucleic acids) is a novel observation for proteins (Figure 8). 

We tried to predict or reconstruct simple 2D representations of 3D structures from the 
sequence using these matrices by applying a dot-plot-like method. The location and pattern of 
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the most compatible subsequences was very similar or identical when the three fundamentally 
different matrices were used, which indicates the consistency of physico-chemical 
compatibility. However, it was not sufficient to choose one preferred configuration between 
the many possible predicted options (Figure 9). 

Indexing of amino acids for major physico-chemical properties is a powerful approach to 
understanding and assisting protein design. However, it is probably insufficient itself for 
complete ab initio structure prediction. 

 
 

ANFINSEN’S THERMODYNAMIC PRINCIPLE AND THE PROTEOMIC CODE 
 
The existence of physico-chemical compatibility of co-locating amino acids already on 

the residue level is, of course, a necessary support for the Proteomic Code. At the same time, 
it raises the possibility that the protein structure might be predicted from the primary amino 
acid sequence (de novo, ab initio prediction) and the location of physico-chemically 
compatible amino acid residues in the sequence. This idea is in line with a dominating 
statement about protein folding. Anfinsen‘s thermodynamic principle states that all 
information necessary to form a 3D protein structure is present in the protein sequence [60]. 

Attempts were made to use the three different matrices in a dot plot to predict the place 
and extent of the most likely residue co-locations. This semi-quantitative method indicated 
that the three very different matrices located very similar residues and subsequences as 
potential co-location places. No single diagonal line was seen in the dot-plot matrices, which 
is the expected signature of sequence similarity (or compatibility in our case). Instead, block-
like areas indicated the place and extent of predicted sequence compatibilities. It was not 
possible to reconstruct a real map of any protein 2D structure (Figure 9) [61]. 

This experience with the indexes provides arguments for as well as against Anfinsen‘s 

theorem. The clear-cut action of basic physico-chemical laws at residue level is well in line 
with the lowest free energy requirement of the law of entropy. Furthermore, this obvious 
presence of physico-chemical compatibility is easy to understand, even from an evolutionary 
perspective. In evolution, sequence changes more rapidly than structure; however, many 
sequence changes are compensatory and preserve local physico-chemical characteristics. For 
example, if, in a given sequence, an amino acid side chain is particularly bulky with respect to 
the average at a given position, this might have been compensated in evolution by a 
particularly small side chain in a neighboring position, to preserve the general structural 
motif. Similar constraints might hold for other physico-chemical quantities such as amino 
acid charge or hydrogen bonding capacity [62]. 

We were not able to reconstruct any structure using our indexes. There are massive 
arguments against Anfinsen‘s principle: 

 
1) The connection between primary, secondary and tertiary structure is not strong, i.e., 

in evolution, sequence changes more rapidly than structure. Structure is often 
conserved in proteins with similar function even when sequence similarity is already 
lost (low structure specificity to define a sequence). Identical or similar sequences 
often result in different structures (low sequence specificity to define a structure). 
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2) An unfolded protein has a vast number of accessible conformations, particularly in 
its side chains of residues. Entropy is related to the number of accessible 
conformations. This problem is known as the Levinthal paradox [63]. 

3) The energy profile characteristics of native and designed proteins are different. 
Native proteins usually show a unique and less stable profile, while designed proteins 
show lower structural specificity (many different possible structures) but high 
stability [64]. 

4) The entropy minimum is a statistical minimum. The conformation entropy change of 
the whole molecule is the sum of local (residue level) conformation entropy changes 
and it permits the co-existence of many different local conformation variations. It is 
doubtful whether structural variability (heterogeneity, instability) is compatible with 
the function (homogeneity, stability) of a biologically active molecule. 

 
The present experiments do not decide the ―fate‖ of Anfinsen‘s dogma; however, they 

show that the number of possible co-locating places is too large, and searching this space 
poses a daunting optimization problem. It is not realistic to expect the ab initio prediction of 
only one single structure from one primary protein sequence. The development of a prediction 
tool for protein structure (like an mfold for nucleic acids [65]{4 Zuker M. 2003}), which 
provides only a few hundred most likely (thermodynamically most optimal) structure 
suggestions per protein sequence, seems to be closer. It is likely that SCM, CCI and HCM (or 
similar matrices) will be essential elements of these tools. 

Additional folding information might be necessary (in addition to that carried in the 
protein primary sequence) to be able to create a unique protein structure. Such information is 
suspected to be present in the redundant genetic code [66,67,68] and chaperons [39,70,71]. 

 
 

PROTEIN STRUCTURE AND THE FUNCTIONAL ASYMMETRY  

OF THE CODONS 
 
The consequence of codon redundancy is that the third codon base is ambiguously 

defined; the same amino acid might be coded by more than one codon differing at the wobble 
base positions. These codons are called synonymous codons. 

The Common Periodic Table of Codons and Amino Acids revealed another difference 
between codon bases, namely, that the second codon base is most significant in determining 
the physico-chemical properties of amino acids. 

I wanted to find more evidence supporting the connection between amino acid (protein) 
and codon (nucleic acid structure). All these facts provide vital evidence for the Proteomic 
Code. 

The protein folding problem has been one of the grand challenges in computational 
molecular biology. The problem is to predict the native three-dimensional structure of a 
protein from its amino acid sequence. It is widely believed that the amino acid sequence 
contains all the necessary information to make up the correct three-dimensional structure, 
since protein folding is apparently thermodynamically determined; i.e., given a proper 
environment, a protein will fold up spontaneously. This is called Anfinsen‘s thermodynamic 

principle [7]. 
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The thermodynamic principle has been confirmed many times on many different kinds of 
proteins in vitro. Critics says that the in vivo chemical conditions are different from those in 
vitro, the correct folding is determined by interactions with other molecules (chaperons, 
hormones, substrate, etc.) and protein folding is much more complex than re-naturation of de-
natured poly amino acids. The fact that many naturally occurring proteins fold reliably and 
quickly to their native state, despite the astronomical number of possible configurations, has 
come to be known as Levinthal‘s Paradox [8]. 

Anfinsen‘s principle was formulated in the 1960s using purely chemical experiments and 
a lot of intuition. Today, we have a lot of sequences and structures available to establish a 
logical and understandable link between sequence, structure and function. But it is still not 
possible to correctly predict the structure (or a range of possible structures) purely from the 
sequence, ab initio and in silico [9]. 

There are two potential, external sources of additional and specific protein folding 
information: (a) the chaperons (other proteins that assist in the folding of proteins and nucleic 
acids [71]; and (b) the protein coding nucleic acid sequences themselves (which are templates 
of the protein syntheses, but are not defined as chaperons). 

The idea that the nucleotide sequence itself could modulate translation and hence affect 
co-translational folding and assembly of proteins has been investigated in a number of studies 
[72,73]. Studies on the relationships between synonymous codon usage and protein secondary 
structural units are especially popular [68,74,75]. The genetic code is redundant (61 codons 
code 20 amino acids) and as many as 6 synonymous codons can code the same amino acid 
(Arg, Leu, Ser). The ―wobble‖ base has no effect on the meaning of most codons but still the 
codon usage (wobble usage) is not randomly defined [76,77] and there are well known, stable 
species-specific differences in the codon usage. It seems to be logical to search for some 
meaning (biological purpose) of the wobble bases and try to associate them with protein 
folding. 

Another observation concerning the code redundancy dilemma is that there is a 
widespread selection (preference) for local RNA secondary structure in protein coding 
regions [78]. A given protein can be encoded by a large number of distinct mRNA species, 
potentially allowing mRNAs to simultaneously optimize desirable RNA structural features in 
addition to their protein coding function. The immediate question is whether there is some 
logical connection between the possible, optimal RNA structures and the possible, optimal 
biologically active protein structures. 

Single-stranded RNA molecules can form local secondary structures through the 
interactions of complementary segments. W-C base pair formation lowers the average free 
energy, dG, of the RNA and the magnitude of change is proportional to the number of base 
pair formations. Therefore the free folding energy (FFE) is used to characterize the local 
complementarity of nucleic acids [78]. The free folding energy is defined as FFE=(dGshuffled – 
dGnative )/L×100, where L is the length of the nucleic acid, i.e., free energy difference between 
native and shuffle (randomized) nucleic acids per 100 nucleotides. Higher positive values 
indicate stronger bias towards secondary structure in the native mRNA, and negative values 
indicate bias against secondary structure in the native mRNA. 

We used a nucleic acid secondary structure predicting tool, mfold [65] to obtain dG 
values and the lowest dG was used to calculate the FFE. mfold also provided the folding 
energy dot-plots, which are very useful to visualize the energetically most favored structures 
in a 2D matrix. 
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A series of JAVA tools were used: SeqX to visualize the protein structures in 2D as 
amino acid residue contact maps [57]; SeqForm for selection of sequence residues in 
predefined phases (every third in our case) [79]; SeqPlot for further visualization and 
statistical analyses of the dot-plot views [80]; Dotlet as a standard dot-plot viewer [81]. 
Structural data were downloaded from PDB [82], NDB [83], and from a wobble base oriented 
database called Integrated Sequence–Structure Database (ISSD) [84]. 

Structures were generally randomly selected regarding species and biological function (a 
few exceptions are mentioned below). Care was taken to avoid very similar structures in the 
selections. A propensity for alpha helices was monitored during selection and structures with 
very high and very low alpha helix content were also selected to make sure of a wide range of 
structural representation. Linear regression analyses and Student‘s t-tests were used for 
statistical analyses of the results. Observations were made on human peptide hormone 
structures. This group of proteins is very well defined and annotated, the intron–exon 
boundaries are known and even intron data are easily accessible. The coding sequences were 
phase separated by SeqForm into three subsequences, each containing only the 1st, 2nd or 3rd 
letters of the codons. Similar phase separation was made for intronic sequences immediately 
before and after the exon. There are, of course, no known codons in the intronic sequences, 
therefore we continued the same phase that we applied for the exon, assuming that this kind 
of selection is correct and maintained the name of the phase denotation even for non-coding 
regions. Subsequences corresponding to the 1st and 3rd codon letters in the coding regions 
had significantly higher FFEs than subsequences corresponding to the 2nd codon letters. No 
such difference was seen in non-coding regions (Figure 10). 

 

 

Figure 10. Free folding energies (FFE) in different codon residues of human genes. The coding 
sequences (exons) of 18 human hormone genes and the preceding (–1) and following (+1) sequences 
(introns) were phase separated into three subsequences each corresponding to the 1st, 2nd and 3rd 
codon positions in the coding sequence. The dG values were determined by mfold and the FFE was 
calculated. Each bar represents the mean±SEM, n=18. 
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Figure 11. Frequency of protein structure elements. Box plot representation of protein secondary 
structure elements in 81 structures. L=317±20 (mean±SEM, n=81). Secondary structure codes: H, alpha 
helix; B, residue in isolated beta bridge; E, extended strand, participates in beta ladder; G, 3-helix (3/10 
helix); I, 5 helix (pi helix); P, polyproline type II helix (left-handed); T, hydrogen bonded turn; S, bend. 

 

 

Figure 12. Frequency of secondary structure elements. The propensity of different structural elements in 
81 different proteins is shown. L=317±20 (mean±SEM, n=81). Secondary structure codes: H, alpha 
helix; B, residue in isolated beta bridge; E, extended strand, participates in beta ladder; G, 3-helix (3/10 
helix); I, 5 helix (pi helix); P, polyproline type II helix (left-handed); T, hydrogen bonded turn; S, bend. 

In a larger selection of 81 different protein structures, the corresponding protein and 
coding sequences were used to extend the observations. These 81 proteins represented 
different (randomly selected) species and different (also randomly selected) protein functions 
and therefore the results might be regarded as more generally valid. The propensity of 
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different secondary structure elements was recorded (as annotated in different databases) 
(Figure 11). The proportion of alpha helices varied from 0 to 90% in the 81 proteins and 
showed a significant negative correlation to the proportion of beta sheets (Figures 12 and 13). 

 

 

Figure 13. Correlation between two main structural elements in proteins. Data were taken from Figure 3 
(H, alpha helix; E, beta sheet). 

The original observation made on human hormone proteins, that significantly more free 
folding energy is associated with the 1st and 3rd codon residues than with the 2nd was 
confirmed on a larger and more heterogeneous protein selection. A significant difference 
showed up even between the 1st and 3rd residues in this larger selection (Figure 14). 

 

 

Figure 14. Free folding energies associated with codon residues (Free folding energies (FFE) were 
determined in phase-selected subsequences of 81 different protein coding nucleic acids. The lines 
indicate individual values (left part of the figure), while the bars (right part of the figure) indicate the 
mean±SEM (n=81). 
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There is a correlation between the protein structure and the FFE associated with codon 
residues. The correlation is negative between FFE associated with the 2nd (middle) codon 
residues and the alpha helix content of the protein structure. The correlation is especially 
significant when the FFE ratios are compared to the helix/sheet ratios (Figures 15 and 16). 

 

 

Figure 15. Free folding energy associated with codon positions vs helix content of proteins. Linear 
regression analyses; pink symbols represent the linear regression line. 

 

 

Figure 16. FFE associated with codon positions vs protein structure. Same data as in Figure 6 after 
calculating ratios and log transformation. Linear regression analyses; pink symbols represent the linear 
regression line. 
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Figure 17. Correlation between alpha helix content of protein structure and other protein characteristics. 
The alpha helix content of 80 protein structures was compared to the frequency of other major 
structural elements (A,B), the frequency of individual amino acids (C) and the frequency of charged 
and hydrophobe residues (D,E). (A) The correlation between helix (H), beta sheet (S) and turn (T); (B) 
the proportions between the sum of helices (SH), beta strands (SS), turns (ST) and all other structural 
elements (TO). (D) The proportion between the sums of apolar (S_Ap), polar (S_Pol), negatively 
charged (S_Neg) and positively charged (S_Poz) amino acids. (E) The linear regression analyses 
correlation between helix content and the percentage of polar+apolar (Polarity) and 
positively+negatively charged (Charge) residues. 

The alpha helix is the most abundant structure element in proteins. It shows negative 
correlation to the frequency of the second most prominent protein structure, the beta sheet. 
The propensity of some amino acids and the major physico-chemical characteristics (charge 
and polarity) shows significant correlation (positive or negative) to this structural feature. We 
include statistical analyses of alpha helix content and other protein characteristics to show the 
complexity behind the term ―alpha helix‖ and to show the insecurity in interpreting any 
correlation to this structural feature (Figures 17 and 18). Detailed analyses of these data are 
outwith the scope of this review. 

Higher FFE in subsequences of 1st and 3rd codon residues than in the 2nd indicates the 
presence of a larger number of complementary bases at the right positions of these 
subsequences. However, this might be the case only because the first and last codons form 
simpler subsequences and contain longer repeats of the same nucleotide than the 2nd codons. 
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This would not be surprising for the 3rd (wobble) base but would not be expected for the 1st 
residue, even though it is known that the central codon letters are the most important to 
distinguish between amino acids (as shown in the in the Common Periodic Table of Codons 
and Amino Acids [52]. It is more significant to see that the FFEs in 1st and 3rd residues are 
additive and together they represent the entire FFE of the intact mRNA (Figure 19). 

 

 

Figure 18. Correlation between frequency of individual amino acids and the main secondary structure 
elements in proteins. See text for explanation. 

 

 

Figure 19. Location of free folding energy in codons. Free folding energies (FFE) were determined in 
phase-selected subsequences of 31 different protein coding nucleic acids. The original intact RNA 
contained the intact three-letter codons (123). Subsequences were constructed by periodical removal of 
one letter from the codon and maintaining the other two (12, 13, 23) or removing two letters and 
maintaining only one (1, 2, 3). The lines indicate individual values (left), while the bars (right) indicate 
the mean±SEM (n=31). 

Higher FFE at the 1st and 3rd codon positions than at 2nd indicates that the number of 
complementary bases (a-t and g-t) is higher in the 1st and 3rd subsequences than in the 
second. This is possible only if more complementers are in 1-1, 1-3, 3-1, 3-3 position pairs 
than in 1-2, 2-1, 2-3, 3-2 position pairs. We wanted to know whether the 1-1, 3-3 
(complement) or the 1-3, 3-1 (reverse-complement) pairing is more predominant. 

The length of phase-separated nucleic acid subsequences (l) is a third of the original 
coding sequence (L). The number of different residues (a, t, g, and c) varies at different codon 
positions (1, 2, 3). 

 
a1+u1+g1+c1=a2+t2+g2+c2=a3+t3+g3+c3=l=L/3 



The Proteomic Code: A Molecular Recognition Code for Proteins 241 

The highest number of complementary pairs might occur in the 1st subsequence if 
 
a1=t1, g1=c1 and a1/t1=g1/c1=1 
 
If, for example, a1>t1, g1=c1 an excess of unpaired a1 occurs and a1/t1>g1/c1=1 and the 

possible FFE in subsequence 1 will be less. Following the same logic for other pairs in other 
subsequences we can conclude that any deviation from a/t=g/c=1 is suboptimal regarding the 
FFE. Counting the different residue ratios and combinations indicates that the optima are 
obtained if the residues in the first position form W-C pairs with residues at the third 
positions (1–3) and vice versa (3–1). This is consistent with the expectation that mRNA will 
form local loops, in which the direction of more or less double stranded sequences is reversed 
and (partially) complemented (Figure 20). 

 

 

Figure 20. Nucleotide ratios in codons. The number of the 4 different nucleotide bases was counted at 
the 1st, 2nd and 3rd codon positions in 30 different protein coding RNA sequences. The ratio of the 
Watson–Crick pairs at different codon positions are indicated by bars (±SEM, n=30). Ideally, the ratio 
of complementary base pairs is ~1.0. This ideal situation was mostly satisfied when one of the 
complementary bases was located at codon position 1 with the other at codon position 3 (pink) or both 
complements at codon position 2 (violet). 
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COMPARISON OF THE PROTEIN AND MRNA SECONDARY STRUCTURES 
 
The partial (suboptimal) reverse complementarity of codon-related positions in nucleic 

acids suggested some similarity between protein structures and the possible structures of the 
coding sequences. This possibility was examined by visual comparison of 16 randomly 
selected protein residue contact maps and the energy dot-plots of the corresponding RNAs. 
We could see similarities between the two different kinds of maps (Figure 21). However, this 
type of comparison is not quantitative and statistical evaluation is not directly possible. 

 

 

Figure 21. Comparison of protein and corresponding mRNA structures (modified from [59]). Residue 
contact maps (RCM) were obtained from the PBD files of protein structures using the SeqX tool (left 
triangles). Energy dot-plots (EDP) for the coding sequences were obtained using the mfold tool (right 
triangles). The two kinds of maps were aligned along a common left diagonal axis to make an easy 
visual comparison of the different kinds of representation possible. The black dots in the RCMs indicate 
amino acids that are within 6 A of each other in the protein structure. The colored (grass-like) areas in 
the EDPs indicate the energetically mostly likely RNA interactions (color code in increasing order: 
yellow, green red, black). 

Another similar, but still not quantitative, comparison of protein and coding structures 
was performed on four proteins that are known to have very similar 3D structures but their 
primary structure (the sequence) is less than 30% similar, as well as the sequence of their 
mRNA. These four proteins are examples of the fact that the tertiary structure of proteins is 
much more conserved than the amino acid sequence. We asked the question whether this is 
true for the RNA structures and sequence. We found that there are signs of conservation even 
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of the RNA secondary structure (as indicated by the energy dot-plots) and there are 
similarities between the protein and nucleic acid structures (Figure 22). 

 

 

Figure 22. Comparison of the protein and mRNA secondary structures (modified from [59]). Residue 
contact maps (RCM) were obtained from the PBD files of 4 protein structures (1CBI, 1EIO, 1IFC, 
1OPA) using the SeqX tool (left column). Energy dot-plots (EDP) for the coding sequences were 
obtained using the mfold tool (right column). The left diagonal portion of these two kinds of maps was 
compared in the central part of the figure. Blue horizontal lines in the background correspond to the 
main amino acid co-location sites in the RCM. Intact RNA (123) as well as subsequences containing 
only the 1st and 3rd codon letter (13) are compared. The black dots in the RCMs indicate amino acids 
that are within 6 A of each other in the protein structure. The colored (grass-like) areas in the EDPs 
indicate the energetically most likely RNA interactions (color code in increasing order: yellow, green 
red, black). 

The similarity between mRNA and the coded protein secondary structure is an 
unexpected, novel observation. The 21/64 redundancy of the genetic code gives a 441/4.096 
codon pair redundancy for every amino acid pair. It means that every amino acid pair might 
be coded by ~9 different codon pairs (some complementary but most not). The similarity 
between protein and their mRNA structures indicates extensive complementary coding of co-
locating amino acids. The possible number of codon variations and possible nucleic acid 
structures behind a protein sequence and structure is very large (Figure 23) as well as the 
corresponding folding energies (dG, the stability of the mRNA). 
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Figure 23. Independency of sequence and structure of a protein and its mRNA. The amino acids in a U-
shaped protein structure are coded by complementary codons (rule PC1). The nucleic acid structure is 
uniform and the folding energy is –132 kcal/mol. Exactly the same amino acid sequence might be 
coded by non- or only partially complementary codons, which will fundamentally alter the mRNA 
structure and increase the folding energy to –31 kcal/mol (less stable). The nucleic acid structures were 
generated by mfold and dGs were calculated by the same program. 

 
COMPLEMENTARY CODES VS AMINO ACID CO-LOCATIONS 

 
Comparisons of the protein residue contact map with the nucleic acid folding maps 

suggest similarities between the 3D structures of these different kinds of molecules. However, 
this is a semi-quantitative method. 

A more direct statistical support might be obtained by analyzing and comparing residue 
co-locations in these structures. Assume that the structural unit of mRNA is a tri-nucleotide 
(codon) and the structural unit of the protein is the amino acid. The codon may form a 
secondary structure by interacting with other codons according to the W-C base 
complementary rules, and contribute to the formation of a local double helix. The 5′-
A1U2G3-3′ sequence (Met, M codon) forms a perfect double string with the 3′-U3A2C1-5′ 

sequence (His, H codon, reverse and complementary reading). Suboptimal complexes are 5′-
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A1X2G3-3′ partially complemented by 3′-U3X2C1-5′ (AAG, Lys; AUG, Met; AGG, Arg; 

ACG, Pro; and CAU, His; CUU, Leu; CGU, Arg; CCU, Pro, respectively). 
Our experiments with FFE indicate that local nucleic acid structures are formed under 

this suboptimal condition, i.e., when the 1st and 3rd codon residues are complementary but 
the 2nd is not. If this is the case, and there is a connection between nucleic acid and protein 
3D structure, one might expect that the 4 amino acids coded by 5′-A1X2G3-3′ codons will 

preferentially co-locate with another 4 amino acids coded by 3′-U3X2C1-5′ codons. We have 

constructed 8 different complementary codon combinations and found that the codons of co-
locating amino acids are often complementary at the 1st and 3rd positions and follow the D-
1X3/RC-3X1 formula but not the 7 other formulas (Figures 24 and 25). 

 

 

Figure 24. Complementary codes vs amino acid co-locations (modified from [59]). The propensity of 
the 400 possible amino acid pairs was monitored in 81 different protein structures with the SeqX tool. 
The tool detected co-locations when two amino acids were within 6 A of each other (neighbors on the 
same strand were excluded). The total number of co-locations was 34,630. Eight different 
complementary codes were constructed for the codons (2 optimal and 6 suboptimal). In the two optimal 
codes, all three codon residues (123) were complementary (C) or reverse complementary (RC) to each 
other. In the suboptimal codes, only two of three codon residues were C or RC to each other (12, 13, 
23), while the third was not necessarily complementary (X). (For example, Complementary Code 
RC_1X3 means that the first and third codon letters are always complementary, but the not the second 
and the possible codons are read in reverse orientation. The 400 co-locations were divided into 20 
subgroups corresponding to 20 amino acids (one of the co-locating pairs), each group containing the 20 
amino acids (corresponding to the other amino acid in the co-locating pair). If the codons of the amino 
acid pairs followed the predefined complementary code the co-location was regarded as positive (P); if 
not, the co-location was regarded as negative (N). Each symbol represents the mean frequency of P or 
N co-locations corresponding to the indicated amino acid. Paired Student‘s t-test, n=20. 
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Figure 25. Complementary codes vs amino acid co-locations (ratios) (modified from [59]). The ratio of 
positive (P) and negative (N) co-locations was calculated on data from Figure 13. Each bar represents 
the mean±SEM (n=20). 

These special amino acid pairs and their frequency are indicated and summarized in a 
matrix (Figure 26). 

 

 

Figure 26. Complementary codes vs amino acid co-locations. See text for explanation. 
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It is well known that coding and non-coding DNA sequences (exon/intron) are different 
and this difference is somehow related to the asymmetry of the codons, i.e., that the third 
codon letter (wobble) is poorly defined. Many Markov models have been formulated to find 
this asymmetry and de novo predict coding sequences (genes). These in silico methods work 
rather well but not perfectly and some scientists remain unconvinced that the codon 
asymmetry explains the exon–intron differences satisfactorily. 

Another codon-related problem is that the well-known, non-overlapping, triplet codon 
translation is extremely phase-dependent and there is theoretically no tolerance for any phase 
shift. There are famous examples of how single nucleotide deletion might destroy the 
meaningful translation of a sequence and which are incompatible with life. However, 
considering the magnitude and complexity of the eukaryotic proteome, the precision of 
translation is astonishingly good. Such physical precision is not possible without massive and 
consistent physico-chemical fundaments. Therefore, discovery of the existence of secondary 
structure bias (folding energy differences) in coding regions of many organisms [78] was a 
very welcome observation because it differentiates exons from introns on a physico-chemical 
basis. 

Our experiments with free folding energy (FFE) confirmed that this bias exists. In 
addition, there is a very consistent and very significant pattern of FFE distribution along the 
nucleotide sequence. Comparing the FFE of phase-selected subsequences, subsequences 
comprised of only the 1st or only the 3rd codon letters showed significantly higher FFE than 
those consisting only of the 2nd letters. This FFE difference was not present in intronic 
sequences preceding and following the exons, but it was present in exons from different 
species including viruses. This is an interesting observation because this phenomenon might 
not only distinguish between exons and introns on a physico-chemical basis, but it might even 
clearly define the tri-nucleotide codons and thus the phase of the translation. This codon-
related phase-specific variation in FFE may explain why mRNAs have greater negative free 
folding energies than shuffled or codon choice randomized sequences [85]. 

Free folding energy in nucleic acids is always associated with W-C base pair formation. 
Higher FFE indicates more W-C pairs (presence of complementarity) and lower FFE 
indicates fewer W-C pairs (less complementarity). The FFE in the 1st and 3rd codon positions 
was additive, while the 2nd letter did not contribute to the total FFE; the total FFE of the 
entire (intact) nucleic acid was the same as subsequences containing only the 1st and 3rd 
codon letters (2nd deleted). This is an indication that the local RNA secondary structure bias 
is caused by complementarity of the 1st and 3rd codon residues in local sequences. This 
partial, local complementarity is more optimal in reverse orientation of the local sequences as 
expected with loop formations. 

It is known that single stranded RNA molecules can form local secondary structures 
through the interactions of complementary segments. The novel observation here is that these 
interactions preferentially involve the 1st and 3rd codon residues. This connection between 
the RNA secondary structure and codons immediately directed attention towards the question 
of protein folding and its long suspected connection to RNA folding [86,87]. 

Only about one-third (20/64) of the genetic code is used for protein coding, i.e., there is a 
great excess of information in the mRNA. At the same time, the information carried by amino 
acids seems to be insufficient (as stated by some scientists) to complete unambiguous protein 
folding. Therefore, it is believed that the third codon residue (wobble base) carries some 
additional information to that already present in the genetic code. A specialized wobble base 



Jan C. Biro 248 

oriented database, the ISSD [84] was established in an effort to connect different features of 
protein structure to wobble bases [88] with more or less success. 

We found a significant negative correlation between FFE of the 2nd codon residue and 
the helix content of protein structures, which was not expected even though this possibility is 
mentioned in the literature [74]. Our previous work on a Common Periodic Table of Codons 
and Nucleic Acids [52] indicated that the second codon residue is intimately coupled with the 
known physico-chemical properties of the amino acids. Almost all amino acids show 
significant positive or negative correlation to the helix content of proteins. Therefore, the real 
biological meaning and significance of any connection between FFE of the 2nd codon residue 
and the propensity of a protein structural element is highly questionable. 

It was possible to make direct visual comparison of mRNA structure (as statistically 
predicted by the mfold energy dot-plot) and protein structures (as 2D residue contact maps). 
This method suggests similarity between nucleic acid and protein structures. It is known that 
some complex protein structures are very similar even if there is less than 30% sequence 
similarity. It was interesting to see that the same principle might apply for nucleic acids, and 
structural similarity might exist even when the sequence similarity is low. Furthermore, 
significant similarity between nucleic acid and protein structures might exist even without 
translational connection. 

Structure seems to be more preserved, even in nucleic acids, than sequence. 
However, even if the matrix comparisons are suggestive, they remain semi-quantitative 

methods. Better support was necessary. 
A working hypotheses grew out of these observations, namely that (a) partial, local 

reverse complementarity exists in nucleic acids that form the nucleic acid structure; (b) there 
is some degree of similarity between the folding of nucleic acids and proteins; (c) protein 
structure determines the amino acid co-locations; (d) as a consequence, amino acids coded by 
the interacting (partially reverse complementary) codons might show preferential co-locations 
in the protein structures. 

This seems to be the case: codons which contain complementary bases at the 1st and 3rd 
positions and are translated in reverse orientation result in amino acids which are 
preferentially co-located (interacting) in the 3D protein structure. Other complementary 
residue combinations or translation in the same (not reverse) direction (as much as seven 
combinations in total) did not result in any preferentially co-locating subset of amino acid 
pairs. 

Construction of residue contact maps for protein structures and statistical evaluation of 
residue co-locations is a frequently used method for visualization and analyses of spatial 
connections between amino acids [89,90,91. The amino acid co-locations in real protein 
structures is clearly not random [92,93] and therefore residue co-location matrices are often 
used to assist in the prediction of novel protein structures [94,95]. We have carefully 
examined the physico-chemical properties of specifically interacting amino acids in and 
between protein structures, and we concluded that these interactions follow the well known 
physico-chemical rules of size, charge and hydrophobe compatibility (unpublished data) well 
in line with Anfinsen‘s prediction. A recent study supports the fact that there is a previously 

unknown connection between the codons of specifically interacting amino acids; those 
codons are complementary at the 1st and 3rd (but not the 2nd) codon positions. 

The idea that sequence complementarity might explain the nature of specific protein–

protein interactions is not new and was suggested already in 1981 [9,10,11]. 
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I was never able to experimentally confirm my own original theory, which suggested a 
perfect complementarity between codons of interacting amino [9,10,11,50], in contrast to 
others [37].  

The explanation is that this codon complementarity is suboptimal and does not involve 
the 2nd codon residue. Experimental in vitro confirmation is required to validate this recent 
theoretical and in silico prediction. 

 
 

AVAILABILITY 
 
http://www.janbiro.com/downloads: SeqX, SeqForm, SeqPlot, Dotlet. 
 

 

Figure 27. RNA assisted protein loop formation (from [96]. Translation begins with the attachment of 
the 5′ end of a mRNA to the ribosome (A). Ribonucleotides are indicated by blue ―+‖ and the 1st

 and 
3rd bases in the codons by blue lines; the 2nd base positions are left empty. A positively charged amino 
acid ((+) and red dots), for example, arginine, remains attached to its codon. The mRNA forms a loop 
because the 1st and 3rd bases are locally complementary to each other in reverse orientation (B). The 
growing protein is indicated by red circles. When translation proceeds to an amino acid with especially 
high affinity to the mRNA-attached arginine, for example a negatively charged Glu or Asp ((–) and 
blue dot), the charge attraction removes the Arg from its mRNA binding site and the entire protein is 
released from the mRNA and completes a protein loop (C). The protein continues to grow towards the 
direction of its carboxy terminal (COOH). 

 
THEORY OF NUCLEIC ACID (CHAPERONS) ASSISTED PROTEIN FOLDING 

 
A series of novel arguments has been presented above to support a deeper connection 

between nucleic acids and expressed proteins, than the traditional codon translation. The 
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physico-chemical properties of amino acids are clearly associated with the 2nd codon letter as 
was shown in the Common Periodic Table of Codons and Amino Acids. The co-locating 
amino acids are preferentially coded by codons that are complementary at the 1st and 3rd 
codon position.  

The structure of proteins and their coding nucleic acid are rather similar to each other in 
many cases. All these observations suggest the co-evolution of codons and amino acids and 
that protein folding (structural) information is present in the nucleic acids in addition to the 
canonical genetic code.  

This immediately raises the possibility of nucleic acid-assisted protein folding, i.e. the 
possibility of nucleic acid chaperons [96]. This is an exciting possibility, because the protein 
primary sequence seems not to carry the necessary information for unambiguous protein 
folding (in contrast to Anfinsen‘s theorem), while there is a two fold excess of information in 

the redundant genetic code. A theoretical example of how such nucleic acid-assisted protein 
folding may look is presented in Figures 27 and 28. 

 

 

Figure 28. RNA-assisted (translational) protein folding (from [96]. There are three reverse and 
complementary regions in a mRNA (blue line, A): a–a′, b–b′, c–c′, which fold the mRNA into a T-like 
shape. During the translation process the mRNA unfolds on the surface of the ribosome, but 
subsequently refolds, accompanied by its translated and lengthening peptide (red dotted line, B–F). The 
result of translation is a temporary ribonucleotide complex, which dissociates into two T-shape-like 
structures: the original mRNA and the properly folded protein product (G). The red circles indicate the 
specific, temporary attachment points between the RNA and protein (for example a basic amino acid); 
the blue circles indicate amino acids with exceptionally high affinity for the attachment points (e.g., 
acidic amino acids); these capture the amino acids at the attachment point and dissociate the 
ribonucleoprotein complex. Transfer RNAs are of course important participants in translation, but they 
are not included in this scenario. 
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DEFINITION OF THE 2ND GENERATION PROTEOMIC CODE 
 
The Proteomic Code is a set of comprehensive rules by which information in genetic 

material is transferred into the physico-chemical properties of amino acids and determines 
how individual amino acids interact with each other during folding and in specific protein–

protein interactions. The Proteomic Code is part of the redundant genetic code. The theory of 
Proteomic Code contains the following observations: 

 
 Co-locating (interacting) amino acids in native proteins are coded by partially 

(imperfect) complementary codons in reverse (5′3′/5′3′) orientation. 
 Partial complementarity means that the 1st and 3rd codon bases are complementary 

(Watson–Crick) bases to each other, while the 2nd bases may or may not be 
complementary to each other. 

 The physico-chemical characteristics of the coded and interacting amino acids are 
determined mainly by the 2nd (central) codon residues. 

 The physico-chemical properties of the interacting amino acids (size, charge, and 
hydropathy) are compatible with each other at the individual amino acid level. 

 Nucleic acids (exons) contain protein folding information in (or in addition to) the 
redundant genetic code. 

 Nucleic acids may directly assist protein folding as chaperons. 
 

 

Figure 29. Propensity of PC-compatible codon pairs. There are 4096 possible codon pairs altogether 
(64×64, including those formed with the 3 stop codons). Codons, which are (P) or are not (N) coded by 
a specific complementary rule (PC) were counted. The bars represent the mean±SD of 9 independent 
determinations (n=9). PC1 and PC2 indicate complementarity of all 3 or only the first and third codon 
bases in parallel (C) or anti-parallel (RC) readings. 
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There are four different Proteomic Codes at this moment. PC1_C and PC1_RC are the 
original codes based on the perfect complementarity of all three codon bases in 
complementary (C, 5′3′/3′5′) readings; PC2_C and PC2_RC are the recent extended 

codes requiring base pair complementarity only at the 1st and 3rd codon position, but not 
necessarily at the 2nd. PC1 is part of PC2.  

The PC_C variants require 3′5′ translations, which do not exist, therefore I regard this 

variant as an artifact, caused by the symmetry of many codons. Only a small fraction of total 
codon and amino acid pairs belongs to PC1; ~50% of all amino acid pairs and >60% of all 
codon pairs can be classified into PC2_RC (Figures 29 and 30). 

 

 

Figure 30. Propensity of PC-compatible amino acid pairs. There are 441 possible amino acid pairs 
altogether (21×21, including the stop place as the 21st variable). Amino acids, which are (P) or are not 
(N) coded by a specific complementary rule (Proteomic Code, PC) were counted. PC1 and PC2 indicate 
complementarity of the respective codon pairs at all 3 or only the first and third codon bases in parallel 
(C) or anti-parallel (RC) readings. 

A list of all possible amino acid pairs (21×21=441, including the virtual pairs formed 
with the Stop/End signal) are listed in Table 4. The most important physico-chemical 
parameters (molecular weight (MW), isoelectric point (pI), hydropathy (HP)) and the derived 
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values of three compatibility indexes (charge (CCI), size (SCI) and hydropathy (HCI) 
compatibility indexes [58]) as well as the expected frequency of the amino acid pairs (natural 
frequency (NF), calculated from codon table 1) are included in Table 4. P (positive) and N 
(negative) indicate whether an amino acid pair may or may not be coded by a given 
Proteomic Code. 

 
Table 4 
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Table 4. Continued 
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Table 4. Continued 
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SYSTEM AND METHOD TO OBTAIN OLIGO-PEPTIDES WITH SPECIFIC 

HIGH AFFINITY TO QUERY PROTEINS 
 
I have developed a system and method to obtain oligo-peptides with specific high affinity 

to query proteins [97]. The method is built on the second generation Proteomic Code which is 
based on the partially complementary coding of interacting amino acids. 

Figures 31 and 32 show the steps for producing the target proteins of this system with a 
high affinity for query proteins, wherein the primary structure is known for the query 
proteins. 

 

 

Figure 31. Design and production of specifically interacting proteins (see text for details). 

There is no limitation to the size of the query; however, preferably the sequence is from 
about 5 amino acid residues to about 40 amino acid residues, and better from about 7 to 15 
amino acid residues. Preferably, the real and natural coding sequence is known for the query 
protein. However, there might be some special cases when the sequence is not exactly known, 
for example in case of designed or artificially modified proteins. Thus, it is possible to 
fabricate a virtual coding sequence with back translation, using Codon Usage Frequency 
Tables. The present method relies on the entire information carried by the naturally occurring 
DNA/mRNA and not only that used for coding of the protein primary sequence. 

The query sequence should be a ―promising‖ domain of the query protein and specific 

domains are more important, including domains that: (a) are known to be antigenic; (b) are 
located on the surface of the query protein; (c) are not simple (repetitive) sequences; d) 
contain less frequent amino acids; and e) contain charged amino acid residues. 

Once the promising area of the known amino acid sequence is chosen and the nucleotide 
sequence is determined, then construction of nucleic acid sequences encoding for the target 
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proteins is initiated. As used here, the term ―nucleotide sequence‖ means a sequence of 

nucleotides connected by phosphodiester linkages. 
 

 

Figure 32. A novel method to obtain oligo-peptides with specific high affinity to query proteins. The 
steps required to practice the method for obtaining oligo-peptides with specific high affinity to query 
proteins. 

Nucleotide sequences are presented here in the direction from the 5′ to the 3′ direction 

and can be a deoxyribonucleic acid (DNA) molecule or ribonucleic acid (RNA) molecule. 
Relevant nucleotide bases are indicated here by a single letter code: adenine (A), guanine (G), 
thymine (T), cytosine (C), inosine (I) and uracil (U). The target nucleotide (RNA or DNA) 
prediction should follow a simple rule, namely that the 1st and 3rd codon letters of the target 
nucleotide sequences should have reverse complementary to the 1st and 3rd codon nucleotide 
residues of the query nucleotide sequence, but the middle, 2nd residue should be any of the 
four possible nucleotides. The expected number of predicted target RNAs will be 4n, where n 
is the number of amino acids (=number of codons, =number of 2nd codon letters). 

Synthesis of the nucleotide sequences can be readily prepared by, for example, directly 
synthesizing the fragment by chemical means, by application of nucleic acid reproduction 
technology, such as the PCR or by excising selected DNA fragments from recombinant 
plasmids containing appropriate inserts and suitable restriction enzyme sites. However, 
synthesis of predicted (max. 4n) sequences on a one by one basis does not seem practical. 
Thus, a simple mass-production is needed which will result in a mixture, containing all 
possible sequences in the predicted RNA/DNA pool. Fortunately, the regular nature of the 
nucleotides in the pool makes it possible to synthesize the entire pool of nucleotide sequences 
as if were only one single nucleotide sequence. For example, the usual step-by-step (base by 
base) protocol can be followed except at the positions for the synthesis of the 2nd codon 
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residue. At those points in the synthesis process, an equal mixture of the four nucleotides 
should be provided instead of a single nucleotide. The result of this modified oligo-nucleotide 
synthesis should be a mixture of the desired potential target RNAs. 

The step to clone the predicted and synthesized RNAs in the pool is the regular cloning 
procedure which involves insertion of RNA into vector (plasmid or other carrier) and 
multiplying the sequences in bacteria or yeast as described in the literature. Expression 
vectors of the system may comprise polynucleotides operatively linked to an enhancer-
promoter, such as a prokaryotic or eukaryotic promoter. Further, an enhancer may be included 
in the vector. A major function of an enhancer is to increase the level of transcription of a 
coding sequence in a cell that contains one or more transcription factors that bind to that 
enhancer. Unlike a promoter, an enhancer can function when located at variable distances 
from transcription start sites so long as a promoter is present. 

Expression vectors of the present system comprise polynucleotides that encode the target 
peptides of the pool. Where expression of recombinant polypeptide of the present system is 
desired and a eukaryotic host is contemplated, it is most desirable to employ a vector, such as 
a plasmid, that incorporates a eukaryotic origin of replication. In addition, for the purposes of 
expression in eukaryotic systems, it is desired to position the peptide encoding sequence 
adjacent to and under the control of an effective eukaryotic promoter such as those used in 
combination with Chinese hamster ovary cells. To bring a coding sequence under the control 
of a promoter, whether it is eukaryotic or prokaryotic, what is generally needed is to position 
the 5′ end of the translation initiation side of the proper translational reading frame of the 
polypeptide between about 1 and 50 nucleotides 3′ of or downstream with respect to the 

promoter chosen. Furthermore, where eukaryotic expression is anticipated, one would 
typically desire to incorporate an appropriate polyadenylation site into the transcriptional unit 
which includes the different target peptides. 

The pRc/CMV vector (available from Invitrogen) is an exemplary vector for expressing a 
peptide in mammalian cells, particularly COS and CHO cells. Target polypeptides of the 
present invention under the control of a CMV promoter can be efficiently expressed in 
mammalian cells. The pCMV plasmids are a series of mammalian expression vectors of 
particular utility in the present system. The vectors are designed for use in essentially all 
cultured cells and work extremely well in SV40-transformed simian COS cell lines. The 
pCMV1, 2, 3, and 5 vectors differ from each other in certain unique restriction sites in the 
polylinker region of each plasmid. The pCMV4 vector differs from these 4 plasmids in 
containing a translation enhancer in the sequence prior to the polylinker. While they are not 
directly derived from the pCMV1-5 series of vectors, the functionally similar pCMV6b and c 
vectors, available from the Chiron Corp. (Emeryville, CA), are identical except for the 
orientation of the polylinker region which is reversed in one relative to the other. The pCMV 
vectors have been successfully expressed in simian COS cells, mouse L cells, CHO cells, and 
HeLa cells. 

Means of transforming or transfecting cells with exogenous polynucleotide such as the 
nucleotide molecules of the present system are well known and include techniques such as 
calcium-phosphate- or DEAE-dextran-mediated transfection, protoplast fusion, 
electroporation, liposome-mediated transfection, direct microinjection and adenovirus 
infection. 

The most widely used method is transfection mediated by either calcium phosphate or 
DEAE-dextran. Although the mechanism remains obscure, it is believed that the transfected 
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DNA enters the cytoplasm of the cell by endocytosis and is transported to the nucleus. 
Depending on the cell type, up to 90% of a population of cultured cells can be transfected at 
any one time. Because of its high efficiency, transfection mediated by calcium phosphate or 
DEAE-dextran is the method of choice for experiments that require transient expression of 
the foreign DNA in large numbers of cells. Calcium phosphate-mediated transfection is also 
used to establish cell lines that integrate copies of the foreign DNA, which are usually 
arranged in head-to-tail tandem arrays into the host cell genome. 

The application of brief, high-voltage electric pulses to a variety of mammalian and plant 
cells leads to the formation of nanometer-sized pores in the plasma membrane. DNA is taken 
directly into the cell cytoplasm either through these pores or as a consequence of the 
redistribution of membrane components that accompanies closure of the pores. 
Electroporation can be extremely efficient and can be used both for transient expression of 
cloned genes and for establishment of cell lines that carry integrated copies of the gene of 
interest. Electroporation, in contrast to calcium phosphate-mediated transfection and 
protoplast fusion, frequently gives rise to cell lines that carry one, or at most a few, integrated 
copies of the foreign DNA. 

Liposome transfection involves encapsulation of DNA or RNA within liposomes, 
followed by fusion of the liposomes with the cell membrane. The mechanism of how DNA or 
RNA is delivered into the cell is unclear but transfection efficiencies can be as high as 90%. 

Direct microinjection of a DNA molecule into nuclei has the advantage of not exposing 
DNA to cellular compartments such as low pH endosomes. Microinjection is therefore used 
primarily as a method to establish lines of cells that carry integrated copies of the DNA of 
interest. A transfected cell can be prokaryotic or eukaryotic. 

In addition to prokaryotes, eukaryotic microbes, such as yeast can also be used. 
Saccharomyces cerevisiae or baker‘s yeast is the most commonly used among eukaryotic 

microorganisms, although a number of other strains are also available. For expression in 
Saccharomyces, the plasmid YRp7, for example, is commonly used. This plasmid already 
contains the trpl gene which provides a selection marker for a mutant strain of yeast lacking 
the ability to grow in tryptophan, for example ATCC No. 44076 or PEP4-1. The presence of 
the trpl lesion as a characteristic of the yeast host cell genome then provides an effective 
environment for detecting transformation by growth in the absence of tryptophan. Suitable 
promoter sequences in yeast vectors include the promoters for 3-phosphoglycerate kinase or 
other glycolytic enzymes such as enolase, glyceraldehyde-3-phosphate dehydrogenase, 
hexokinase, pyruvate decarboxylase, phosphofructokinase, glucose-6-phosphate isomerase, 3-
phosphoglycerate mutase, pyruvate kinase, triosephosphate isomerase, phosphoglucose 
isomerase, and glucokinase. In constructing suitable expression plasmids, the termination 
sequences associated with these genes are also introduced into the expression vector 
downstream from the sequences to be expressed to provide polyadenylation of the mRNA and 
termination. Other promoters, which have the additional advantage of transcription controlled 
by growth conditions, are the promoter region for alcohol dehydrogenase 2, isocytochrome c, 
acid phosphatase, degradative enzymes associated with nitrogen metabolism, and the 
aforementioned glyceraldehyde-3-phosphate dehydrogenase, and enzymes responsible for 
maltose and galactose utilization. Any plasmid vector containing a yeast-compatible 
promoter, origin or replication and termination sequences is suitable. 

In addition to microorganisms, cultures of cells derived from multicellular organisms can 
also be used as hosts. In principle, any such cell culture is workable, whether from vertebrate 
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or invertebrate culture. However, interest has been greatest in vertebrate cells, and 
propagation of vertebrate cells in culture (tissue culture) has become a routine procedure in 
recent years. Examples of such useful host cell lines are AtT-20, VERO and HeLa cells, 
Chinese hamster ovary (CHO) cell lines, and W138, BHK, COSM6, COS-1, COS-7, 293 and 
MDCK cell lines. Expression vectors for such cells ordinarily include (if necessary) an origin 
of replication, a promoter located upstream of the gene to be expressed, along with any 
necessary ribosome binding sites, RNA splice sites, polyadenylation site, and transcriptional 
terminator sequences. 

For use in mammalian cells, the control functions on the expression vectors are often 
derived from viral material. For example, commonly used promoters are derived from 
polyoma, Adenovirus 2, Cytomegalovirus and most frequently Simian Virus 40 (SV40). The 
early and late promoters of SV40 virus are particularly useful because both are obtained 
easily from the virus as a fragment that also contains the SV40 viral origin of replication. 
Smaller or larger SV40 fragments can also be used, provided they include the approximately 
250 bp sequence extending from the HindIII site towards the BglI site located in the viral 
origin of replication. It is also possible, and often desirable, to utilize promoter or control 
sequences normally associated with the desired gene sequence, provided such control 
sequences are compatible with the host cell systems. 

Following transfection, the cell is maintained under culture conditions for a period of 
time sufficient for expression of the target proteins of the pool. Culture conditions are well 
known and include ionic composition and concentration, temperature, pH, etc. Typically, 
transfected cells are maintained under culture conditions in a culture medium. Suitable 
medium for various cell types are well known. Temperature is preferably from about 20°C to 
about 50°C. pH is preferably from about a value of 6.0 to a value of about 8.0, better at about 
6.8–7.8 and, better again at about 7.4. Other biological conditions needed for transfection and 
expression of an encoded protein are well known. 

Transfected cells are maintained for a period of time sufficient for expression of the 
target proteins. A suitable time depends inter alia upon the cell type used and is readily 
determinable by a skilled artisan. Typically, maintenance time is from about 2 to 14 days. 
Recovery of the target proteins comprises isolating and purifying the recombinant 
polypeptides. Isolation and purification techniques for polypeptides are well known and 
include such procedures as precipitation, filtration, chromatography, electrophoresis, etc. 

The target proteins are preferably arranged in a library assay system for screening with 
samples of the query protein. Any method that detects specific, high affinity protein–protein 
interactions is theoretically useful to perform the screening. 

Selecting the best clones with the most specific and highest affinity interacting proteins 
can be followed by repeated screenings, thus leading to the most desired target proteins 
having the highest binding affinity for the query protein. The target proteins with the highest 
affinity are suitable for large-scale target protein production. 

These aspects and embodiments of the present system are further described in the 
following examples. However, the present system is not limited by the following example, 
and variations will be apparent to those skilled in the art without departing from the scope of 
the present setup. 
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EXAMPLE 1 
 
Figure 33 shows the use of the present system to obtain a specific high affinity protein 

with binding affinity for a section of the A-peptide in human insulin. 
Starting with the known protein and nucleic acid sequence of the entire Pre-pro-insulin, 

1–10 residues of the A peptide and the corresponding nucleic acid sequence are selected. The 
selected part of the peptide, called the query, is used for screening of the target protein 
expression library. Therefore, this sequence should be available in pure peptide form. 

 

 

Figure 33. Representative query amino acid sequences and preparation of reverse and complement 
sequences wherein the second nucleotide of each codon is replaced with a variable X nucleotide. 

Next, a sequence is created which is complementary to the query nucleotide sequence at 
the 1st and 3rd codon positions but leaving the 2nd position undefined (X). The 
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complementary sequence is reversed and in this particular example, the bases T are changed 
to U. The second (central) codon position remains undefined and this undefined X position 
can be any one of the possible nucleotides (A, U, G, C). Therefore, this prediction method 
defines many different target RNA sequences. In the case of a sequence including 30 
nucleotide bases, the expected number of possible target sequences will be about 410=106. 

The predicted pool of target RNAs is synthesized by following the usual step-by-step 
(base by base) protocol, known to those skilled in the art, except the syntheses of the X 
positions. At the X position, a mixture of nucleotide bases is provided (which contain equal 
amounts of A and U and G and C). The result of this modified oligo-nucleotide synthesis is a 
mixture of the desired potential target RNAs as shown in Figure 34. The target RNAs are 
cloned and transfected, via an expression vector, into a cell for expression therein of the 
encoded protein. An expression library of the expressed target protein is created for screening 
for query protein/target protein affinity binding. When binding complexes are found to meet 
the affinity binding levels, the target protein may be cloned for large-scale production. 

 

 

Figure 34. Synthesis pattern for construction of target sequences and the progression of the 
permutations depending on the number of amino acid residues. 

These steps may be repeated numerous times by modifying the length of the query 
sequence and/or using another domain area of the query protein that may be of interest. 

 
 

EXAMPLE 2. EXAMPLE FOR DESIGNING AND CHARACTERIZATION  

OF A SPECIFIC PROTEIN–PROTEIN INTERACTION 
 
The BacterioMatch™ two-hybrid system (Stratagene, 11011 N. Torrey Pines Road, La 

Jolla, CA 92037) was used to quickly detect protein–protein interactions designed by the 
recent method. It is a simple alternative or complement to yeast two-hybrid systems for in 
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vivo detection of protein–protein interactions. Because the two-hybrid assay is performed in 
bacteria, the results are obtained more easily and quickly than in yeast. The system is based 
on transcriptional activation of a primary ampicillin-resistant reporter and a secondary -
galactosidase reporter for validation. The BacterioMatch two-hybrid system is based on a 
methodology developed by Dove, Joung, and Hochschild of Harvard Medical School. 

 

 

Figure 35. The BacterioMatch™. Two-hybrid system (reproduced from http://www.strategene.com). 

The BacterioMatch two-hybrid system is based on transcriptional activation (Figure 35). 
A protein of interest – the bait – is fused to the full-length bacteriophage repressor protein 
(cI). The corresponding target protein is fused to the amino-terminal domain of the -
subunit of RNA polymerase (RNAP). The bait is tethered to the x operator sequence 
upstream of the reporter promoter through the DNA-binding domain of cI. If the bait and 
target interact, they recruit and stabilize the binding of RNA polymerase close to the promoter 
and activate the transcription of the ampicillin-resistant reporter gene in the BacterioMatch 
two-hybrid reporter strain. The -galactosidase reporter gene provides an additional 
mechanism to validate putative protein–protein interactions. 

 
(a) Bait vector. The bait vector, pBT encodes the full-length bacterial phage cI protein 

under the control of the strong lacUV5 promoter. A protein of interest is fused to the 
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bacterial phage cI protein by inserting its gene into the multiple cloning site at the 3′ 

end of the cI gene. The presence of a multiple cloning site present makes it 
convenient to subclone a bait gene that is already present in many yeast two-hybrid 
bait plasmids. 

(b) Target vector. The target plasmid, pTRG, is compatible with Stratagene‘s cDNA 
library construction kit. The target plasmid directs transcription of the amino-
terminal domain of RNA polymerase -subunit and linker region under the control 
of tandem promoters, lpp and lacUV5. The target gene is fused in-frame to the -
subunit NTD through a multiple cloning site at the 3′ end of the -subunit gene. 

(c) Reporter strain. The reporter strain is derived from XL1-Blue MRF′. The strain lacks 

all restriction systems in order to be compatible with current cDNA library 
construction methods. The lac Iq gene located on the F′ episome represses synthesis 
of the bait and target until induction. The reporter cassette is also located on the F′ 

episome in the cell. The lacZ gene serves as a secondary reporter to provide a visible 
phenotype for identifying positive protein–protein interactions. 

 
 

DEFINITIONS 
 
Query (or bait) is one protein sequence with which the target protein, designed and 

produced with the method, will specifically interact. Target protein is one or more protein 
sequence(s) designed by the method to specifically interact with the query protein sequence. 
The target is expected to be present in a pool of protein sequences, called the target pool. The 
target pool is designed using a target template, which is a nucleic acid sequence containing 
2/3 defined and 1/3 undefined (any) nucleotides (X) (a target template, which contains 15 
undefined nucleic acid residues, will result in 415=109 different oligonucleotides which will be 
translated into the corresponding number of proteins). The target pool is synthesized using a 
target oligo template (TOT) which has a constant (C) and variable (V) part. The TOT-C is 
necessary to synthesize dsDNA of the target pool sequences and it is ~20 nucleotides long. 
The TOT-V (target template) is about 30–45 nucleotide long, 2/3rd of nucleotides are 
unambiguously defined, while 1/3rd are not (X). The X residues should be synthesized by 
adding a mixture of nucleotides (equal amounts of A+T+G+C) to the reaction during oligo 
synthesis. The results (number of highly, moderately, slightly positive clones) are evaluated 
by visual inspection. The positive clones are saved for further experiments. If there are no 
positive clones, it is necessary to validate the orientation and translation frame in the target 
mRNAs. This is possible by sequencing some target mRNAs. The sequence should show the 
residue pattern. Both TARGET TEMPLATE to ESRLERLEQLFLLIF (GAL4 09–23AA) and 
TARGET TEMPLATE to QLFLLIFPREDLDMI (GAL4 17–31AA) contained numerous 
positive bacterial clones growing on double selective medium. Sequencing of DNA from the 
vectors in randomly selected positive clones confirmed that: 

 
 they contained the characteristic TOT pattern, i.e. defined 1st and 3rd codon 

residues; 
 the nucleic acids differed only in the 2nd codon positions, while they were the same 

regarding the 1st and 3rd codon positions; 
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 The restriction endonuclease recognition sequences were present; 
 the start and stop codons were present; 
 the sequences were inserted into the correct, sense DNA strands; 
 the codon frames were correct in relation to the start codon and were read in the 

correct frames. 
 
Some positive TARGET TEMPLATE to ESRLERLEQLFLLIF (GAL4 09–23AA) 

clones were further processed to monoclonal colonies and proteins were extracted. 
Characterization of the binding properties of fluorescent labelled GAL4 peptide to the protein 
extract indicated the presence of saturable binding sites in the protein extracts from positive 
clones and the absence of saturable binding sites in the negative clones. 

 
 

THE EXPERIMENT 
 
The experiment below is specifically designed for the BacterioMatch (Stratagene) two-

hybrid system. This system uses: 
 
 a bait vector (pBT) and the manufacturer‘s standard are used as insert, the 

dimerization domain of 1HBW REGULATORY PROTEIN GAL4; 
 a target vector (pTRG) and the manufacturer‘s standard are used as insert, and ~90 aa 

long mutant form of Gal11. 
 

 

Figure 36. Sequences, designed by this method, were expected to produce proteins (when transcribed 
and translated) with the potential to specifically interact with the indicated domains of the Gal4 protein. 
The 1st and 3rd codon letters in these target templates are complementary to the 3rd and 1st codon 
letters in the Gal4 coding sequences (reverse reading direction) while the 2nd codon letter is undefined 
(A or T or G or C). 

In the experiment below the target oligo pool is used instead of Gall 1 in the pTRG 
vector. 

The query in this experiment is the dimerization domain of 1HBW REGULATORY 
PROTEIN GAL4 inserted into pBT (as provided and described by Stratagene).  
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The target oligo templates (TOT-V) were designed to specifically interact with 
K01486_SCGAL4_DIMDOM-171/9-23 and K01486_SCGAL4_DIMDOM-171/17/31 
sequences. 

The sequences below are sense, ssDNA sequences which means that the TOT-V in this 
sequence is the same as the sequence in the expected mRNAs (except T/U conversion). The 
TOT-C is not indicated here, BPD can decide which TOT-C to use for this purpose (Figure 
36). 

 

 

Figure 37. The transcription of TOT dsDNA will result in TOT mRNA. A 45 nucleic acid long TOT 
will be translated into 415 different oligopeptides, each 15 amino acids long. Some of these 
oligopeptides are expected to specifically interact with the respective GAL4 targets. 

The experiment consists of the following steps: 
 
1) Sequence the Gal 4 DNA (provided by Stratagene) to make sure that the query 

sequence is as expected. 
2) Synthesize the target pool using the target oligo templates. This is a single run 

routine oligo synthesis. Residue X is equal amounts of A+T+G+C. 
3) Make dsDNAs. This is a single run PCR. 
4) Make restriction enzyme cuts on the target oligo pool sequences. This is a single run 

RE reaction. 
5) Insert the oligo pool sequences into the pTRG vector. ~109 different vectors are 

expected. Make sure that the orientation of the target oligo-s is correct and the 
transcription will result in the following mRNA. The target oligo pool insertion is a 
single run ligase reaction (Figure 37). Transcription of TOT dsDNA will result in 
TOT mRNA. A 45 nucleic acid long TOT will be translated into 415 different 
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oligopeptides, each 15 amino acids long. Some of these oligopeptides are expected to 
specifically interact with the respective GAL4 targets. 

6) Insert the vectors into bacteria. 
7) Perform the BacterioMatch two-hybrid assay accordingly to the Stratagene manual. 
 
The Kd of the binding sites varied between 1 and 100 nM indicating the presence of a 

limited number of high affinity binding sites. Unlabelled GAL4 inhibited the binding of 
labeled GAL4 to the proteins from positive clones while other randomly chosen proteins 
(insulin, growth hormone, prolactin) were ineffective competitors even in much higher 
concentrations. 

This experiment indicates that it is possible to design specifically interacting oligo-
peptides (target) to any oligo-peptide (query) and detect the interaction in a bacterial two-
hybrid system (like BacterioMatch™. The method is quick; it takes only a few days to obtain 

interacting monoclonal proteins. The designed protein–protein interaction is highly specific 
and has high affinity (Kd ~1–100 nM). 

Further details can be found in the following references [58, 59, 96]. 
 
 

CONCLUSION 
 

THE PROMISES OF THE SECOND GENERATION PROTEOMIC CODE 
 

Industrial Applications 
The second generation Proteomic Code and the method to develop SHARP have some 

potential advantages that are not obvious in the recent antibody developing methods: 
 
 provide quick access to interacting peptides; 
 provide direct and permanent access to monoclonal sources for large-scale 

production; 
 SHARP is small (MW <2000 Da) compared to antibodies (155 kDa) or affibodies 

(which gives therapeutic and manufacturing advantage), no need for humanization; 
 might be the key to the mass production of interactive oligopeptides (similar to the 

on-demand synthesis of nucleotide oligo-s; 
 a self-learning method; every single successful SHARP can contribute to a more and 

more exact amino acid interaction table. 
 

Scientific Potential 
The present system is a unique in silico method of identifying the most effective binding 

proteins to interact with reactive epitopes on a respective protein antigen. Epitopes of a 
protein antigen represent the sites that are recognized as binding sites by certain 
immunoglobulin molecules, as antibodies. 

The benefits of the system are widespread and beneficial to biotechnology, and are 
useful, for example, in developing drugs for treatment of viral diseases such as AIDS and 
influenza, as well as diseases such as Alzheimer‘s disease and bovine spongiform 
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encephalopathy disease. In addition to medical research and drug development, this system 
has applications related to environmental health and public safety, including for example the 
detection of bacteria, viruses, toxins, etc. in air, water, and food supplies. 

By way of further specific examples, the present system has applications in the following 
areas: 

 
1) improving health care, by providing a new and easily implemented approach to the 

development of diagnostic kits and therapeutic drugs; 
2) improving the environment, by providing new and economic approaches for 

detecting environmental pathogens; 
3) improving working conditions by providing economic and effective ways to detect 

environmental pathogens; and 
4) improving homeland security, by providing rapid detection of known as well as new 

pathogens in air, water, food, etc. 
 
 

THE VISION OF A PROTEOME-SENSOR CHIP 
 
Detection and measurement of proteins is a fundamental procedure in life sciences. Many 

diagnostic procedures are already based on this technique and many more will follow: 
 
 detection of hormones and enzymes for diagnosis of organ failure; 
 detection of pathogen-derived antigens or antibody responses for diagnosis of 

infections; 
 detection of allergens for allergy diagnoses; 
 tumor markers to detect and evaluate neoplasias. 
 
Considering that the number of hormones, enzymes, pathogens, and markers is very 

large, it is easy to recognize that the demand for specifically interacting diagnostic proteins is 
large. However, there are limitations to satisfy the demand. It takes several weeks to develop 
one antibody with the traditional methods. Therefore it is not cheap. The traditional one 
protein–one kit method is simply no longer feasible. Some kind of integration is necessary. 
Development points to protein chips which permit the simultaneous, parallel detection of 
hundreds or thousands of protein signals and the computerized integrated evaluation of the 
results. Chip-based protein detection requires a large number of easy to produce, cheap 
interacting proteins. 

The Proteomic Code-based method described here could significantly contribute to the 
industrial production of these interacting peptides. 

The SHARP chip-based technology opens the way to the real possibility of monitoring 
the proteome, i.e. obtain detailed information on the qualitative and quantitative state of a 
large number of different proteins simultaneously, including even some information about the 
splicing and configuration changes of individual proteins (Figure 38). 

The human genome contains 3×109 base pairs. About 2% of this is located in about 
30,000 genes which are expressed, spliced into ~100,000 different proteins containing ~6 
million amino acids. The 2× coverage of this size proteome with 15 amino acid long 
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complementary sequences requires 800,000 different oligopeptides. (This is probably the 
upper estimate, because the proteome consists of many similar or identical domains.) 
Proteome monitoring with proteomic chips is a huge challenge which is only possible if 
SHARP proteins are accessible in much larger number and for a much lower price than is 
possible today. 

 

 

Figure 38. Protein monitoring by SHARPs. Specific and high affinity reacting proteins (SHARPs, 1–7) 
are designed and produced against a protein. The protein has 3 domains (A, B, C) and two main 
conformations (I, II). Domain B is exposed on the surface by conformation I and that form is detected 
by SHARPs 3–6. Domain B is sandwiched by domains A and B in configuration II and therefore this 
form is detected by SHARPs 1–2 and 6–7. A concentration and configuration dependent response is 
detected by a slot corresponding to the protein by the SHARPs CHIP (dots). 

 
THE VISION OF A NEW PHYSIOLOGY 

 
The receptor – ligand and antigen – antibody type or interaction has a fundamental role in 

the physiology of humans and animals. Peptides which are able to specifically interact with 
regulatory pathway have of course significant potential in manipulating these pathways. Most 
drugs are effective because of their interaction with regulatory pathways (e.g., GPCR or 7TM 
receptor system). Therefore, easy and inexpensive access to designed interacting proteins will 
have an impact on further development of physiological and pharmacological research and 
drug discovery. Some kind of industrial-scale, standardized, semi-automated physiological 
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research is also desirable. The traditional one-by-one approach is too slow and to expensive 
for the complexity of life. 

 
 

THE VISION OF NEW PROTEIN-BASED THERAPEUTIC APPROACHES 
 
Proteins/peptides are underutilized in medical therapy. Only insulin is used to treat a 

common disease (Type I diabetes); a few more proteins are used to treat relatively rare 
disease, such as growth hormone (GH) deficiency and hemophilia. Veterinary use of GH 
(lean meat production) or misuse in sports and cosmetology far exceeds its medical 
indication. Protein therapy is expensive and requires daily injections which is not attractive to 
most patients. Most pharmaceutical companies have large accumulated knowledge (and 
patent base) regarding traditional, simple molecular drug design and treatments while their 
knowledge in proteomics is still undergoing development. Simple molecule-based drugs are 
―simple‖; not much specificity is provided by these structures. Protein-based, highly specific 
treatments are not too far off in the future and easy access to biologically active proteinaceous 
substances will facilitate physiological evaluation and medical application of these more 
complex peptide molecules. 

SHARPs, complementary or not, are obvious candidates for receptor agonist or 
antagonist functions. However, there is an even more exciting and less expected therapeutic 
application of complementary peptides. Some experiments suggest that immunization with 
complementary peptides to receptors induces production of ligand-like antibodies, with 
ligand-like biological effects. Just imagine the possibility that inducing insulin-like antibodies 
by immunization with designed complementary peptides to insulin-receptors and obtaining 
insulin-like effects (regulation will of course be a problem to solve). Or treat GH deficiency 
by raising GH-like antibodies using GH-receptor complementary peptides for immunization. 
This seems like science fiction today, but for example Blalocks‘ experiments are already 

pointing in that direction [27]. 
Is protein therapy an alternative to gene therapy? Yes. Gene therapy is technically still 

difficult to perform and the effect is irreversible. The effects of protein therapy are short-lived 
and reversible (if immunization does not occur). 

 
 

SOFTWARE 
 
SeqForm, http://janbiro.com/Downloads.html 
SeqPlot http://janbiro.com/Downloads.html 
Dotlet http://janbiro.com/Downloads.html 
mfold http://frontend.bioinfo.rpi.edu/applications/mfold/cgi-bin/rna-form1.cgi 
SeqX: http://janbiro.com/Downloads.html. 
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ABSTRACT 
 

The ‗on/off‘-switched molecular recognition by a smart imprinted polymer (MIP-T) 
was presented in this chapter. The smart MIP-T was prepared using PNIPA as the 
thermosensitive element and 2-aminopurine as the template. The thermal phase transition 
of PNIPA induced a self-switching ability in the prepared polymer. At a relatively low 
temperature (such as 20 oC), the MIP-T was capable of highly specifically recognizing 
the imprint species, i.e., 2-aminopurine. However, above the transition temperature, the 
MIP-T did not demonstrate significant resolution for 2-aminopurine compared with its 
analogue 2-amino-6-methylpurine. Such temperature-responsive recognition, in nature, 
was comparable to an on/off-switched process, which allows an efficient self-regulation 
in the molecular recognition behavior. 
 
 

Keywords: Molecular imprinting; polymers; molecular recognition; modulation. 
 
 

1. INTRODUCTION 
 
Molecularly imprinted polymers (MIPs), also known as ―plastic antibodies‖, have 

attracted much attention [1-3]. As the efficient molecular recognition systems, MIPs contain 
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usually selectively binding frameworks within their polymeric networks. This character 
makes them especially attractive to extraction, sensing, separation and catalysis [4]. To 
fabricate the MIPs, functional monomers and template are first allowed to form a self-
organized architecture via molecular self-assembly [5]. Polymerization in the presence of a 
crosslinker is then performed to fix the self-organized architecture. The imprinted template is 
then removed from the matrix networks, leaving behind binding sites complementary to the 
template in terms of shape and structure. The arrangement of these binding sites constitutes a 
template‘s memory, which makes the polymer capable of specifically recognizing the imprint 
species (i.e., the template). Thus, molecular recognition by MIPs is generally comparable to a 
key and a lock. 

On the forefront of MIPs is to develop the intelligent systems capable of self-regulating 
the recognition behavior. Recent advances in ‗smart‘ materials have made this target possible 
[6,7]. Poly(N-isopropylacylamide) (PNIPA), an excellent smart material, has attracted special 
attentions due to its unique phase transition at a moderate temperature. Consisting of 
hydrophilic amide-chains and hydrophobic isopropyl-groups, the PNIPA polymer in aqueous 
media exhibits a lower critical solution temperature (LCST) at about 32 oC [8]. Below the 
LCST, the polymer is soluble in water because of the hydrogen bonding interactions, which 
are formed by the amide chains and water. Above the LCST, the relative equilibrium of 
hydrophilicity/hydrophobicity is broken up due to a thermodynamic transition. Water is 
expelled from the network interior, causing a drastic decrease in the volume of this polymer. 
Thus, inspired by such a unique mechanism, some researchers have developed the so-called 
‗smart MIPs‘, which are capable of self-regulating the recognition behavior. 

Using PNIPA as the ‗smart‘ element and methacrylic acid as the monomer, Alvarez-
Lorenzo et al. have reported Ca2+, Pd2+-imprinted polymers [9,10]. Coinciding with the 
operation temperature, the prepared MIPs demonstrated the self-switching recognition for the 
imprinted templates. Below the transition temperature of PNIPA, the prepared polymers can 
specifically absorb the imprinted species. However, above the transition temperature, the 
prepared polymers provided a dramatically decreased affinity to their templates. Similarly, 
with PNIPA as the thermosensitive composition and 4-(vinylbenzyl)ethylenediamine 
(VBEDA) as the chelating and crosslinking agent, Tokuyama et al. have prepared a Cu2+-
imprinted polymer [11]. The result indicated that the self-switching recognition behavior by 
smart MIPs was potentially relevant to the deformation and/or distortion of molecularly 
imprinted networks, which may cause decreased recognition abilities. Although some 
analogous studies are also recently available [12,13], the development of smart MIPs is still in 
its infancy. The recognition mechanism by smart MIPs and its self-regulation are not clear 
yet. Furthermore, little work on the nonmetal-imprinted ‗smart MIPs‘ has been performed. 

We here presented a 2-aminopurine (AP)-imprinted smart polymer and studied its self-
switching recognition behavior. AP was selected as the template because it is soluble in water 
and easily forms electrostatic interactions with the common hydrophilic monomer 2-
acrylamide-2-methylpropane -sulfonic acid (AMPS). Meanwhile, the AP-imprinted polymers 
have been well studied in literature (cf. Scheme 1) [14,15]. These advantages from the AP-
imprinted polymers therefore provide valuable promotion for our present study. To 
investigate the specificity of the prepared polymer, the structural analogue of AP, i.e., 2-
amino-6-methylpurine (AMP), was selected as the control. The objective of this study is to 
further the general understanding on the self-regulated by smart MIPs. 
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Scheme 1. Technical outline for the preparation of MIP-T. 

 
2. EXPERIMENTAL SECTION 

 
2.1. PREPARATION OF IMPRINTED POLYMERS 

 
In this study, all the imprinted polymers concerned were prepared and treated following 

classic molecular imprinting processes (cf. Scheme 1) [16,17]. The chemicals used were 
commercially available products of reagent grade and used as received. Template, monomers, 
crosslinker and initiator were dissolved in an acetonitrile-water solution (3:1, v/v; totally 16 
mL) (cf. Table 1). After the system was dispersed and deoxygenated with sonication and 
nitrogen, polymerization was fully performed with the excitation of ultraviolet light (365 nm). 
The obtaining imprinted polymer precursor was roughly crushed and subsequently washed 
with a mixture of methanol and acetic acid (8:2, v/v) to remove the imprinted template and 
minimal unreacted monomers. The resulting imprinted polymer (i.e., MIP-T) was dried in a 
vacuum vessel at room temperature and then ground into a size of 50-60 mesh. For 
comparison, two controls named ―MIP‖ and ―NIP-T‖ were also prepared under comparable 

conditions (cf. Table 1). The MIP was prepared with the same procedures used for MIP-T 
except that N-isopropylacylamide (NIPA) was not used. The NIP-T is a non-imprinted 
polymer and no any AP was used during the preparation process. 
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Table 1. Synthesis composition for the imprinted and non-imprinted polymers 

 
Composition MIP-T MIP NIP-T 

AP 0.35 g 0.35 g 0 g 

AMPS 1.45 g 1.45 g 1.45 g 

EGDMA* 7.0 mL 7.0 mL 7.0 mL 

KPS * 0.1 g 0.1 g 0.1 g 

NIPA 4.9 g 0 g 4.9 g 
*EGDMA is ethylene glycol dimethacrylate and KPS is potassium peroxodisulfate. 

 
 

2.2. TEMPERATURE-PROGRAMMED DESORPTION 
 
Temperature-programmed desorption (TPD) was performed to evaluate the interaction 

between imprinted polymers and substrate [18]. Typically, using a device composed of a gas 
chromatography (TCD) and a data processing system (102G, China), the imprinted polymers 
(200 mg) were placed into an online U-shaped quartz tube (4 mm I.D.). After the polymers 
adsorbed with 10 μL substrate (1.5 μmol mL

-1) (i.e., AP or AMP), the polymer system was 
heated in a nitrogen flow (43 mL min-1; 0.27 MPa) at a rate of 10 oC min-1 from room 
temperature up to the temperature at which the absorbed substrate desorbed. The desorbing 
signal was recorded by the data processing system. 

 
 

2.3. EVALUATION OF PHASE TRANSITION 
 
Dynamic light scattering (DLS) and swelling experiments were used to evaluate the 

phase transition. The DLS analysis was carried out at a scattering angle of 90o using a 
goniometer equipped with a He-Ne laser (Langen, Germany). To allow equilibrium, all 
samples were kept at specific temperatures for at least 20 min before acquiring the scattering 
degree. For the swelling experiments, dried samples (in triplicate) were immersed to 
deionized water until equilibrium was reached. These wet samples were subsequently 
weighed (Wt) and dried until a constant weight was achieved (W d). The swelling ratio was 
calculated using the following equation and the average of the triplicate runs was reported. 

 

%100



d

dt

W

WW
S  

 
 

2.4. SORPTION TEST 
 
The sorption of the prepared polymers was performed using a batch format. In triplicate, 

the substrate AP was dissolved to deionized water (initial concentration, 1.2 μmol mL
-1; 

totally 20 ml). The solid content of the imprinted polymers used was 5 mg mL-1 in each 
operation. The extent to adsorption was determined at regular intervals and the change in the 
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concentration of solute was spectrophotometrically monitored at 274 nm. The adsorption 
amount of the polymer was obtained from the mass balance of solute and finally the average 
of the triplicate runs was presented. To study the specific recognition, the adsorption of the 
AP analogue, i.e., AMP, as the control, was carried out under comparable conditions. 

 
 

2.5. DYNAMIC ADSORBING-DESORBING CYCLIC VOLTAMMETRY 
 
It is known that the potential of reducing/oxidizing a binding molecule depends on the 

binding constant. A larger binding constant would require higher energy to overcome the 
binding, thereby causing the larger redox potential. Thus, the dynamic adsorbing-desorbing 
cyclic voltammetry (DCV) can provide valuable information on the binding behavior between 
molecularly imprinted polymers and their templates [19]. Typically, using an electrochemical 
workstation equipped with a three-electrode configuration (Pt-working and auxiliary 
electrodes, and Ag/Ag+-ref. electrode) (CHI-600, USA), the imprinted polymers (20 mg) pre-
adsorbed with 1μmol template were placed into an online cuvette equipped with a self-
rotation unit (supporting electrolyte: 0.01 mmol mL-1 KNO3; 10 mL). The absorbed template 
in the adsorbing/desorbing equilibrium was consecutively scanned by the workstation up to 
20-cycles until the stable DCV diagram was obtained (scanning range, ca. 1.2~ -1.2 V; 
scanning rate, 0.1 V · s-1). 

 
 

3. RESULTS AND DISCUSSION 
 

3.1. FTIR AND SEM ANALYSIS OF MOLECULAR IMPRINTING 
 
To show the imprinting behavior, Figure 1 shows the FTIR spectra of the prepared 

polymers. 
 

 
AP

NIP-T

MIP

Precursor

MIP-T

5001000150020002500300035004000

Wavenumber (cm-1)  
Figure 1. IR spectra of the prepared polymers. 
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Three main absorption bands (3250-3600, 2850-3050 and ~1750 cm-1) and some 
fingerprints appeared in the spectra. In basic conditions [20,21], these main absorption bands 
can be attributed to the stretching of O-H/N-H, C-H and C=O, respectively. The fingerprints 
may arise from the vibration of C-N and C-C bonds and rotation of various groups. For 
comparison, we also included in Figure 1 the spectra of template and the MIP-T precursor 
(i.e., the MIP-T system in which the template AP had not been removed from the matrix yet). 
The MIP-T precursor exhibited the absorption band of AP. After washing, the spectrum of the 
resulting polymer (i.e., MIP-T) became comparable to that of the NIP-T. Figure 2 presents the 
SEM images of these prepared polymers. The NIP-T exhibited relatively smooth morphology. 
Both MIP-T and MIP appeared with speckles and cavities. Relating to the preparation process 
(cf. Scheme 2.1), the IR and SEM results reflect a consequence of imprinting (further 
information regarding imprinting was provided in Section 3.2). 

 

  
 

 
Figure 2. SEM images of the prepared polymers (a: NIP-T; b: MIP; c: MIP-T). 
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3.2. SPECIFIC INTERACTION BETWEEN IMPRINTED POLYMERS AND 

SUBSTRATE 
 
Figure 3 presents the TPD profiles. AP, i.e., the imprint species, desorbed from MIP-T at 

ca. 199 C, which the analogue AMP was desorbed from MIP-T at 176 C. The MIP-T 
demonstrated apparently a stronger interaction with AP compared with AMP. To further 
study the interaction behavior, we also included the TPD profiles of two mentioned controls 
to Figure 3. The NIP-T did not show significant resolution between AP and AMP. The MIP 
showed an expected resolution for AP and its analogue. This result strongly indicates that the 
interaction offered by MIP-T to AP was highly AP-selective. This highly AP-selective 
interaction, as already explained, may be a result of the imprinting behavior. Since molecular 
recognition by molecularly imprinted polymers is essentially a result of the template-induced 
memory, the specific interaction between two AP-imprinted polymers (i.e., MIP-T and MIP) 
and AP is expected. 
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Figure 3. TPD profiles of the prepared polymers. 
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3.3. PHASE TRANSITION BEHAVIOR 
 
Figure 4 shows the DLS curves of the prepared polymers. The scattering degree of these 

prepared polymers increased with temperature (conceptually relating to a decreased 
hydrodynamic radius, Rh). The MIP-T and NIP-T showed a stronger dependence on 
temperature, compared with MIP. A dramatic transition occurred at ca. 33 oC in the MIP-T 
and NIP-T. 
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Figures 4. DLS curves of the prepared polymers. 
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Figure 5. Swelling curves of the prepared polymers. 
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Below the transition temperature, the MIP-T and NIP-T demonstrated a relatively small 
scattering degree (i.e., relatively large Rh). Above the transition temperature, both MIP-T and 
NIP-T demonstrated a dramatically increased scattering. Figure 5 presents the swelling curves 
of these prepared polymers. Similar to the DLS curves, the swelling curves of both MIP-T 
and NIP-T showed also a transition temperature at ~33 oC. Below the transition temperature, 
the MIP-T and NIP-T demonstrated a relatively large swelling ratio. Above the transition 
temperature, both MIP-T and NIP-T demonstrated a dramatically decreased scattering. 
Clearly, the DLS and swelling curves reflect a consequence of the thermal phase transition of 
PNIPA. Below the transition temperature, the relatively large Rh and swelling may be due to 
the hydrophilic network of PNIPA, which provided access for water to the polymer interior. 
On the contrary, the hydrophobic network of PNIPA dispelled the water from the polymer, 
blocking the access for water to the gel network. As a result, the MIP-T and NIP-T 
demonstrated a dramatically decreased Rh and swelling degree above the transition 
temperature. 

 
 

3.4. SWITCHED MOLECULAR RECOGNITION 
 
Figure 6 shows the adsorption curves of the prepared polymers. To track the modulation, 

two typical temperatures, i.e., 20 and 40 oC, which are either lower or higher than the 
transition temperature 33 oC, were selected for comparison. The MIP-T at 20 oC exhibited 
highly specific recognition for the imprint molecule comparable to the MIP. The specificity of 
the MIP-S dramatically decreased at 40 oC to a level near that of the NIP-T. It appeared that 
molecular recognition by the MIP-T was similar to a switch-on and witch-off process. This 
result, as already explained, can be related to the unique phase transition behavior of MIP-T. 
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Figure 6. Adsorption curves of the prepared polymers (a: 20 oC; b: 40 oC). 

The swelling of the imprinted polymer matrix of MIP-T at lower temperatures provided 
easy access for the substrate in water to the binding framework, thereby making efficient 
molecular recognition feasible. At higher temperatures, the shrinked polymer network largely 
blocked the diffusion of the substrate in water, which thereby led to the observed nonspecific 
adsorption behavior. 

 
 

3.5. TRACK OF KINETICS 
 
To track or simulate sorption, pseudo-first-order kinetics is commonly used [22-24]. This 

may be because such a process shows usually rapid adsorption at the beginning and then a 
slow approach to a limiting value, as is the case for this study. Thus, the pseudo-first-order 
kinetics is also tentatively used: 

 

kC
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Here C and   are the free concentration of substrate and the coverage degree, respectively, 
and )1(   represents the uncovered portion of a polymeric sorbent. Correlating this 
relationship at 20 oC with 40 oC (or correlating this relationship for the template with its 
analogue) would deduce the relative adsorption of an imprinted polymer: 
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Here the subscripts ‗T0‘ and ‗T1‘ represent the relatively low and high temperatures (such as 
20 and 40 oC). Defining a constant Ra that reflects the relative adsorption will change Eqn (2) 
into Eqn (3): 
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Converting Eqn (3) to the standardized form will result in Eqn (4): 
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Here Q t and Q m are the practical and the maximal adsorbed amounts, respectively. Based on 
Eqn (4), the relative adsorption at 20 and 40 oC and the specificity of the template versus its 
analogue can be determined. Plotting ln(1-Qt/Qm)T1 versus ln(1-Qt/Qm)T0 showed a linear 
relationship (cf. Figures 7a and b). The relative adsorption/specificity can be revealed from 
the slope (i.e., Ar-value). 
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Figure 7. Kinetic simulation for the relative adsorption and specificity (a: 20 versus 40 oC; b: template 
versus analogue). 

In the case of MIP (cf. Figure 7a), a higher temperature caused a larger adsorption (Ar 

>1). The increased temperature generated a limited effect on the NIP-T (Ra ≈1). However, the 
MIP-T demonstrated smaller adsorption at 40 oC than at 20 oC. Furthermore, the specificity of 
template versus analogue in MIP-T at 20 oC was comparable to that in MIP (cf. Figure 7b). 
The specificity of MIP-T became almost as small as that in NIP-S at 40 oC. The MIP-T 
apparently acted as a switch for molecular recognition. 

 
 

3.6. DYNAMIC BINDING BEHAVIOR 
 
Figures 8a and 8b present the DCV diagrams. At 20 oC, the imprint molecule binding to 

MIP-T showed a reduction potential at -394 mV; the reduction potential shifted to -320 mV at 
40 oC. It appeared that the MIP-T have a stronger interaction with the imprint species at 20 oC 
than at 40 oC. For comparison, the reduction potentials of the imprint species from three 
controls are shown in Table 2. At 20 oC, the imprint molecule binding to MIP-T exhibited a 
reduction potential comparable to that of MIP (-394 versus -386 mV). The reduction potential 
exhibited by MIP-T became as small as that exhibited by NIP-S (-320 versus -309 mV) at 
40oC. 

 
Table 2. Reduction potentials of template binding to the prepared polymers 

 

Polymer Reduction potential at 
20 oC (mV) 

Reduction potential at 
40 oC (mV) 

Temperature effect 
(mV) 

MIP-T -394 -320 74 
MIP -386 -381 5 
NIP-T -322 -309 13 
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These results strongly indicate that the MIP-T presents an switchable interaction with the 
imprint molecule. Thus, modulated molecular recognition by the MIP-T is logically an 
external embodiment of this switchable interaction. 
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Figure 8. DCV diagrams of the imprint molecule binding to MIP-T (a: 20 oC; b: 40 oC). 

 
 

CONCLUSIONS 
 
A temperature-sensitive 2-aminopurine-imprinted polymer MIP-T was prepared using 

PNIPA as the thermosensitive element. The prepared MIP-T exhibited a temperature-
responsive molecular recognition behavior. At a relatively low temperature (such as 20 oC), 
the MIP-T presented highly specific recognition for the imprint species. However, the MIP-T 
did not demonstrated significant resolution for the template and its analogue above the 
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transition temperature. Thus, the modulated molecular recognition behavior shown by the 
MIP-T is comparable to a switch-on and switch-off process. 
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